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ABSTRACT. We study the fine local scaling properties of a class of self-
affine fractal sets called Gatzouras–Lalley carpets. More precisely, we establish
a formula for the Assouad spectrum of all Gatzouras–Lalley carpets as the
concave conjugate of an explicit piecewise-analytic function combined with a
simple parameter change. Our formula implies a number of novel properties
for the Assouad spectrum not previously observed for dynamically invariant
sets; in particular, the Assouad spectrum can be a non-trivial differentiable
function on the entire domain (0, 1) and can be strictly concave on open
intervals. Our proof introduces a general framework for covering arguments
using techniques developed in the context of multifractal analysis, including
the method of types from large deviations theory and Lagrange duality from
optimisation theory.
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1. INTRODUCTION

1.1. Overview. The Assouad dimension is a notion of dimension which captures
the worst-case exponential scaling of a set at all locations and between all pairs
of scales. The origin of this concept can be found in the work of Assouad [Ass77]
in his study of bi-Lipschitz embeddability of metric spaces in Euclidean space.
This dimension was also implicit in earlier work of Furstenberg [Fur70; Fur08],
though in a different form as the star dimension only recently to be shown to be
equivalent [KOR17]. Especially over the past few decades, the Assouad dimension
has received a large amount of attention from a variety of perspectives; we refer the
reader to the books [Fra20; MT10; Rob11] and the many references cited therein.

One downside of the Assouad dimension, however, is that it ignores any
intermediate scaling properties of a set. At perhaps the other extreme, the more
familiar notion of the box dimension captures the average scaling while ignoring
any exceptional scaling on small parts of the set. In order to balance these two
features in a meaningful way, Fraser & Yu introduced the Assouad spectrum [FY18b],
which is a continuously parameterised family of dimensions bounded below by
the upper box dimension and above by the Assouad dimension. More precisely,
the Assouad spectrum of a compact set K ⊂ Rd at θ ∈ (0, 1) is defined by

dimθ
AK = inf

{
α : (∃C > 0) (∀0 < R < 1) (∀x ∈ K)

NR1/θ

(
B(x,R) ∩K

)
≤ C

(
R

R1/θ

)α}
.

Here, for a general set E ⊂ Rd and r > 0, Nr(E) denotes the smallest number of
balls B(x, r) with x ∈ E required to cover the set E. As θ converges to 0, dimθ

AK
converges to the upper box dimension of K, and as θ converges to 1, dimθ

AK
converges to the quasi-Assouad dimension of Lü & Xi [LX16], as proven in [FHH+19].
In general, the quasi-Assouad dimension and Assouad dimension need not agree,
though they do coincide for the sets under consideration in this document.
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FIGURE 1. Generating maps and attractor associated with a Gatzouras–
Lalley IFS.

Beyond being a useful bi-Lipschitz invariant, the Assouad spectrum has also
played an important role in applications: for instance, it plays a key role in the
study of Lp-improving properties of spherical maximal operators with restricted
dilation sets [BRRS25+; RS23], and was used to prove sharp quasiconformal
distortion estimates for polynomial spirals [CT23].

The Assouad spectrum has been explicitly computed for a wide variety of
well-studied dynamical sets with distinct box and Assouad dimensions, such as
some overlapping self-similar sets and self-affine sets [FR24; FY18a], Bedford–
McMullen carpets [FY18a], certain Kleinian limit sets [FS23], parabolic Julia sets
[FS22+], elliptical polynomial spirals [BFF22], and random sets such as Mandelbrot
percolation [FY18a]. In all of these examples, the Assouad spectrum has a very
particular form: it is piecewise convex, with pieces of the form θ 7→ a + b ·
θ

1−θ for some a, b ∈ R, and with points of non-differentiability corresponding
to certain “geometrically meaningful” values. The Assouad spectrum has also
been computed for certain infinitely generated self-conformal sets, where more
complicated forms can appear based on the fine structure of the set of fixed points
(which may be prescribed in a non-dynamical way) [BF22+].

On the other hand, a characterisation of the possible forms of the Assouad
spectrum is known: a general function h(θ) can be the Assouad spectrum of a
set E ⊂ Rd if and only if h satisfies a simple and explicit functional equation
[Rut22+]. This functional equation is very flexible and in particular a wide variety
of behaviour for the Assouad spectrum is possible in general.

In this paper we focus on the problem of computing the Assouad spectrum
for a particular class of self-affine sets, namely the Gatzouras–Lalley carpets first
introduced in [LG92]. These generalise the well-studied Bedford–McMullen car-
pets, which were introduced in [Bed84] and [McM84]. The precise definition of
the class of Gatzouras–Lalley carpets is deferred to §1.2, but a depiction of the
rectangles representing the generating maps and the corresponding attractor for a
specific example in this class is given in Figure 1. Roughly speaking, the difference
between Bedford–McMullen and Gatzouras–Lalley carpets is that all rectangles for
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a Bedford–McMullen carpet have the same widths and heights, while Gatzouras–
Lalley carpets allow inhomogeneity across the widths of columns and also of the
heights of rectangles within columns. However, we emphasize that the difference
between Bedford–McMullen carpets and Gatzouras–Lalley carpets is more than
just technical. For instance, it is known that Gatzouras–Lalley carpets need not
have a unique measure of maximal dimension [BF11]. More famously, the simplest
known example of a self-affine set with no ergodic measure of maximal dimension
is defined using a 3-dimensional analogue of the Gatzouras–Lalley construction
[DS17]. These features are not exhibited by Bedford–McMullen sponges in any
dimension.

Our main contribution is to establish an explicit formula for the Assouad
spectrum of a Gatzouras–Lalley carpet as the concave conjugate of the minimum of
a finite family of elementary functions combined with a simple parameter change—
see Theorem A for the precise statement. We observe novel and unexpected
behaviour which has not been previously witnessed in any dynamically-invariant
examples. More precisely, we obtain the following direct qualitative consequences
of our explicit formula:

1. The Assouad spectrum can be a non-trivial differentiable function of θ. In
fact, we give a simple characterisation of differentiability, and observe that
non-differentiability is generic (both topologically and measure theoretically)
within the parameter space of Gatzouras–Lalley carpets—see Corollary C.

2. The Assouad spectrum can have a non-trivial interval on which it is strictly
concave. Again, this property holds generically—see Corollary D

3. The Assouad spectrum is increasing and piecewise analytic, but with poten-
tially arbitrarily many phase transitions and phase transitions of arbitrarily
high odd order—see Remark 2.3.

These properties are direct consequences of the explicit formula, and their proofs
can be found in §2. The proof of the explicit formula constitutes the majority of
the work in this paper.

In contrast to the Bedford–McMullen case (for which the derivation of the
Assouad spectrum is, generally speaking, straightforward), the Gatzouras–Lalley
case has substantially more technical complications as a result of the inhomogene-
ity between columns and within each column. Our proof of the general formula
uses recent techniques developed in the context of multifractal analysis, which we
highlight here. First, in §3 we establish a general variational formula for the Assouad
spectrum as a certain constrained maximisation problem involving information-
theoretic quantities evaluated at Bernoulli measures. A key tool here is the method
of types from large deviations theory, which was used in [Kol23] to compute the
Lq-spectrum of self-affine sponges and in [BK21+] to calculate the intermediate
dimensions of Bedford–McMullen carpets. The explicit covering arguments build
on and refine the fine covering strategies for self-affine carpets used in [Fra14;
KR23+; Mac11]. Secondly, in §4 we solve this variational formula to obtain our
explicit formula. The main complexity here is that the variational formula is a
non-smooth and non-convex optimisation problem. Our key technique here is the
geometry of Lagrange duality, which was used in [Rut23+] in order to elucidate the
concave conjugate relationship apparent in the multifractal formalism.
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We believe that these techniques will provide a general framework to handle
coarse covering arguments in many settings beyond those considered in this paper.

1.2. Gatzouras–Lalley carpets and dimensions. Before we state our main results,
we formally define Gatzouras–Lalley carpets and recall the known formulae for
the box and Assouad dimensions.

Fix a finite index set I and for each i ∈ I fix constants 0 < bi < ai < 1 and
ci, di ∈ R. Consider the diagonal self-affine iterated function system (IFS) {Ti}i∈I
where Ti : R2 → R2 is given by

(1.1) Ti(x, y) = (aix+ ci, biy + di).

By Hutchinson’s application of the contraction mapping principle [Hut81], the IFS
{Ti}i∈I has a unique non-empty compact attractor K, which satisfies

K =
⋃
i∈I

Ti(K).

Now, let η : R2 → R denote the orthogonal projection onto the first coordinate,
that is η(x, y) = x. For each i ∈ I, we define the projected map Si as the unique
homothety which satisfies η ◦ Ti = Si ◦ η, or equivalently Si(x) = aix+ ci. Thus η
induces a map η : I → η(I) taking each i ∈ I to the equivalence class η(i) = {j ∈
I : Sj = Si}, which we refer to as the column containing index i. By convention,
we will refer to elements of I using index letters (such as i, j) and to elements of
η(I) using underlined index letters (such as i, j). Note that the expressions Si and
ai are well-defined for i ∈ η(I).

Recall that an IFS {Fi}i∈J satisfies the open set condition with respect to an open
set U if Fi(U) ⊂ U and Fi(U) ∩ Fj(U) = ∅ for all i ̸= j ∈ J . The following
definition concerns the main class of self-affine sets studied in [LG92].

Definition 1.1. We say that the IFS {Ti}i∈I is Gatzouras–Lalley if:
(i) the original IFS {Ti}i∈I satisfies the open set condition with respect to (0, 1)2,

and
(ii) the projected IFS {Si}i∈η(I) satisfies the open set condition with respect to

(0, 1).

As depicted in Figure 1, the key features of a Gatzouras–Lalley IFS are that the rect-
angles Ti([0, 1]2) cannot overlap except possibly along edges, they lie in columns
which themselves cannot overlap except possibly along edges, and the height of
each rectangle is strictly less than its width.

Next, we describe known formulae for the box and Assouad dimensions, and
in the process introduce some of the notation that will be needed to state the
Assouad spectrum formula. We recall that the box dimension of a compact set K is
defined to be

dimBK = lim
r→0

logNr(K)

log(1/r)
,
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when the limit exists, and the Assouad dimension of F is defined as

dimAK = inf
{
α : (∃C > 0) (∀0 < r < R < 1) (∀x ∈ K)

Nr

(
B(x,R) ∩K

)
≤ C

(
R

r

)α}
.

Of course, by fixing the upper scale R, we observe that dimBK ≤ dimAK in
general.

Now, let K be a Gatzouras–Lalley carpet (i.e. the attractor of a Gatzouras–Lalley
IFS). First, the projection η(K) is the attractor of the projected IFS {Si}i∈η(I), which
is a self-similar set satisfying the open set condition, and therefore has box dimen-
sion determined by the equation∑

j∈η(I)

a
dimB η(K)
j = 1.

Next, let tmin denote the unique solution to∑
j∈η(I)

∑
i∈η−1(j)

a
dimB η(K)
j btmin

i = 1.

We denote this quantity by tmin because of the usage in (1.2) below. We interpret
tmin as the “average” column dimension, weighted appropriately using the column
widths aj . Then the box dimension of K was calculated in [LG92, Theorem 2.4] as

dimBK = dimB η(K) + tmin.

Finally, for each j ∈ η(I), define sj and tmax by the rules∑
i∈η−1(j)

b
sj
i = 1 and tmax = max

j∈η(I)
sj.

In other words, sj is the dimension of the attractor of the IFS consisting only of
the maps in column j, and tmax is the maximal column dimension. Then it was
proven in [Mac11] that

dimAK = dimB η(K) + tmax.

We observe that

0 ≤ min
j∈η(I)

sj ≤ tmin ≤ max
j∈η(I)

sj = tmax ≤ 1.

Moreover, if either the second or third inequalities are equalities, all notions of
dimension for K under consideration in this paper coincide (in fact, K is Ahlfors–
David regular).
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1.3. Main formula. We now state our explicit formula for the Assouad spectrum
of a Gatzouras–Lalley carpet.

First, for j ∈ η(I) and t ∈ R, define

ψj(t) =
log
∑

i∈η−1(j) b
t
i

log aj
.

Note that ψj is strictly increasing and concave with unique zero sj . The Assouad
spectrum of K will be described in terms of the column pressure

(1.2) τ(t) =

{
minj∈η(I) ψj(t) : t ∈ [tmin, tmax]

−∞ : otherwise.

Observe that τ is strictly increasing on [tmin, tmax] and τ(tmax) = 0 is the unique
zero of τ , with τ(t) < 0 for tmin ≤ t < tmax. Moreover, τ is a minimum of concave
functions, and is therefore concave. We denote its concave conjugate by

τ ∗(α) = inf
t∈R

(tα− τ(t)).

Finally, define the parameter change

ϕ(θ) =
1/θ − 1

1− 1/κmax

where κmax = max
i∈I

log bi
log ai

.

Our main result is the following formula for the Assouad spectrum of a Gatzouras–
Lalley carpet.

Theorem A. Let {Ti}i∈I be a Gatzouras–Lalley IFS with attractor K. Then for all
θ ∈ (0, 1),

dimθ
AK = dimB η(K) +

τ ∗(ϕ(θ))

ϕ(θ)
.

In §2, we derive a more transparent formula for the Assouad spectrum, and
deduce many interesting qualitative features of the spectrum from it. The proof of
Theorem A is subsequently given in §3 and §4

1.4. Notation. We will find it useful to use various forms of asymptotic notation.
Given functions f, g : A→ R, we write f ≲ g if there is a constant C > 0 such that
f(a) ≤ Cg(a) for all a ∈ A. We write f ≈ g if f ≲ g and f ≳ g. We will also use
Landau’s O notation: we say that f = O(g) if there is a constant C > 0 so that
|f(a)| ≤ C|g(a)| for all a ∈ A. The constants in the asymptotic notation will always
be allowed to implicitly depend on the underlying IFS and a fixed parameter
θ ∈ (0, 1). Any other dependence will be explicitly indicated by a subscript, such
as ≲ε or Oε.

2. CONSEQUENCES OF THE MAIN FORMULA

Throughout this section, we recall the notation introduced in §1, in particular the
notation used in the statement of Theorem A.
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2.1. An alternative formula for the Assouad spectrum. We begin by introducing
some notation to decompose the function τ in a meaningful way.

First, we distinguish a particular type of column.

Definition 2.1. We say that a column j ∈ η(I) is homogeneous if there is a bj so that
bi = bj for all i ∈ η−1(j).

For example, when K is a Bedford–McMullen carpet, every column is homoge-
neous.

Homogeneity is characterised by the following elementary lemma, the proof
of which follows directly from the definition of ψj .

Lemma 2.2. A column j ∈ η(I) is homogeneous if and only if ψj is affine. Moreover:
(i) If ψj is affine, then

ψj(t) = t ·
log bj

log aj
+

log#η−1(j)

log aj
= κj · (t− sj).

(ii) If ψj is not affine, then it is strictly concave.

Now write

(2.1) g(t) = min
j∈η(I)

ψj(t)

which is a minimum of analytic functions (note the close relationship with the
function τ ). By analyticity, for all i, j ∈ η(I), either ψi = ψj or the set {t ∈ R :
ψi(t) = ψj(t)} is finite. Thus there exists a partition

tmin = t0 < t1 < · · · < tm = tmax

of the interval [tmin, tmax], with corresponding parts In = [tn−1, tn], such that for
each n ∈ N, there is a j

n
so that

g(t) =


ψj

1
(t) : t ∈ I1

...
ψj

m
(t) : t ∈ Im

and moreover for all 1 ≤ n ≤ m − 1, ψj
n
̸= ψj

n+1
. The latter property ensures

that the partition (In)
m
n=1 is uniquely determined. We refer to this partition as the

spectrum partition associated with the IFS {Ti}i∈I . We associate with the spectrum
partition the following additional information, all of which depends only on the
underlying IFS.

1. We say that a part In is homogeneous if j
n

is homogeneous, and inhomogeneous
otherwise.

2. We associate with each part In the function gn = ψj
n
, which is analytic on the

open interval I◦n.
3. We associate with each part In = [tn−1, tn] the endpoint derivatives

(2.2) θn,min = ϕ−1(g′n(tn−1)) and θn,max = ϕ−1(g′n(tn)).
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FIGURE 2. A depiction of the spectrum partition. The dotted lines are
tangents to the function g = min{ψj

1
, ψj

2
} at the points tmin, t1, and tmax

corresponding to the left and right derivatives, where appropriate. The
labels indicate the slopes of the dotted lines.

Expanding the definitions of ϕ−1 and g, we may equivalently write

θn,min =
1

∂+g(tn−1) · (1− 1/κmax) + 1
and θn,max =

1

∂−g(tn) · (1− 1/κmax) + 1
.

Here, and elsewhere, for a concave function f , we write ∂−f(x) and ∂+f(x) to
denote the left and right derivatives of f at x respectively (when they exist), and
set ∂f(x) = [∂+f(x), ∂−f(x)]. In particular,

θ1,min ≤ θ1,max ≤ θ2,min ≤ · · · ≤ θn,max

and moreover θn,min = θn,max if and only if In is homogeneous. We define θmin =
θ1,min and θmax = θm,max.

Using this notation, Theorem A yields the following explicit piecewise formula
for the Assouad spectrum of K. For clarity in the below formula, note that g
is strictly increasing with g(tmax) = 0. The cases of this formula are depicted in
Figure 2.

Corollary A. Fix a Gatzouras–Lalley IFS {Ti}i∈I with spectrum partition (In)
m
n=1, and

associated data gn, θn,min, and θn,max as above. If dimBK = dimAK, then K is Ahlfors–
David regular and dimBK = dimAK = dimθ

AK for all θ ∈ (0, 1).
Otherwise, one of the following conditions holds for each θ ∈ (0, 1):

(i) We have θ ≤ θmin. Then

dimθ
AK = dimBK − g(tmin)

ϕ(θ)
.
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(ii) There is an n ∈ {1, . . . ,m} so that θn,min < θ < θn,max. Then

dimθ
AK = dimB η(K) +

g∗n(ϕ(θ))

ϕ(θ)
.

(iii) There is an n ∈ {1, . . . ,m− 1} so that θn,max ≤ θ ≤ θn+1,min. Then

dimθ
AK = dimB η(K) + tn −

gn(tn)

ϕ(θ)
.

(iv) We have θ ≥ θmax. Then

dimθ
AK = dimAK.

Moreover,

θmax = inf{θ ∈ (0, 1) : dimθ
AK = dimAK},

and θmin = θmax if and only if m = 1 and I1 is homogeneous.

Proof. We recall the definition of τ and the main result proven in Theorem A.
Note that the formulae for θ ≤ θmin and θ ≥ θmax follow directly by the definition
of the concave conjugate applied at the endpoint. Similarly, for θmin < θ < θmax,
the formulae follow directly since

dimθ
AK = dimB η(K) +

g∗(ϕ(θ))

ϕ(θ)
.

The parts in case (ii) correspond to the interiors of In, in which case g∗ and g∗n
agree, and the parts in case (iii) correspond to the points of non-differentiability of
g, which can only occur on the endpoints between adjacent In. In the latter case,
g∗ is an affine function of α with an explicit formula depending only on the value
of gn at tn.

Moreover, suppose dimBK ̸= dimAK, so that tmin < tmax. First, since we recall
that sj is the unique zero of ψj for all j ∈ η(I) and tmax = max sj , it follows that
tmax is the unique zero of g. Thus, for θ < θmax, let t be such that ϕ(θ) ∈ ∂g(t), so
t < tmax and since g is concave,

g∗(ϕ(θ)) = g(tmax) + g∗(ϕ(θ)) < tmaxϕ(θ).

Dividing through by ϕ(θ) gives the claim.
It is also clear directly from the definition that θmin = θmax if and only if g is a

affine function on the interval [tmin, tmax], which occurs if and only if m = 1 and I1
is homogeneous. □

We note that the formulae in (i) and (iv) are in fact special cases of (iii) after substi-
tuting the respective value of tn. In these three cases, expanding the definition of
ϕ, the formula is of the form a+ b θ

1−θ , which has occurred previously as discussed
in the introduction. In contrast, case (ii) is novel and very much not of this form.
This case occurs only in the presence of an inhomogeneous column.
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dimθ
AK
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(A) Plot of the original spectrum.
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dimAK

(B) Plot restricted to the rectangular region.

FIGURE 3. A depiction of decomposition provided by Corollary A. The
coloured curves are of the form dimB η(K) + g∗i (ϕ(θ))/ϕ(θ) for i = 1, 2.
The spectrum is differentiable but not twice differentiable at each θi,min

and θi,max for i = 1, 2.

In case (ii), an implicit formula for the concave conjugate can be obtained
from Proposition 4.7 (also see the discussion in Remark 4.11). The spectrum can
also be obtained parametrically as a function of t: given a part In = [tn−1, tn]
with corresponding column function ψ = ψj

n
= gn, the graph of the function

θ 7→ dimθ
AK on (θn,min, θn,max) is the same as the image of the interval (tn−1, tn)

under the map

(2.3) t 7→
(
ϕ−1(ψ′(t)), dimB η(K) + t− ψ(t)

ψ′(t)

)
.

A graphical depiction of the curve g(t) is given in Figure 2, and the decom-
position provided by Corollary A is given in Figure 3. The case θmin = θmax is
satisfied, for example, by every Bedford–McMullen carpet (or more generally by
any Gatzouras–Lalley carpet with log bi

log ai
constant for i ∈ I).

Using this decomposition, we can establish that dimθ
AK is an increasing func-
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tion of K. Here, we recall that the upper Assouad spectrum is defined by

dim
θ

AK = inf
{
α : (∃C > 0) (∀0 < r ≤ R1/θ < R < 1) (∀x ∈ K)

Nr

(
B(x,R) ∩K

)
≤ C

(
R

r

)α}
.

The main result of [FHH+19] implies that if dimθ
AK is an increasing function, then

dimθ
AK = dim

θ

AK for all θ ∈ (0, 1).

Corollary B. Let K be a Gatzouras–Lalley carpet. Then dimθ
AK is strictly increasing

on (0, θmax] and constant on [θmax, 1). In particular, dim
θ

AK = dimθ
AK for all θ ∈ (0, 1).

Proof. Using the formula in Corollary A, it is clear that dimθ
AK is strictly in-

creasing on intervals corresponding to cases (i) and (iii). Moreover, dimθ
AK is

constant on (iv) (which corresponds to the case when θ ∈ [θmax, 1)). For the remain-
ing case (ii), fix some n = 1, . . . ,m, write ψ = gn and let s denote the unique zero
of ψ. Now let θ ∈ (θn,min, θn,max) be arbitrary and let α = ϕ(θ). Note that α > 0 and
moreover α > ψ′(s) since ψ is strictly concave (for otherwise θn,min = θn,max) with
ψ(s) = 0.

Note that ψ is strictly increasing and strictly concave, so −ψ−1 is a well-defined
strictly concave function. For notational simplicity, let

φ = (−ψ−1)∗ and F (α) =
ψ∗(α)

α
.

In particular, by definition of the concave conjugate, using the change of variable
y = ψ(t),

F (α) = inf
t∈R

{
t− ψ(t)

α

}
= inf

y∈R

{
y ·
(
− 1

α

)
− (−ψ−1)(y)

}
= φ

(
− 1

α

)
.

Moreover, φ is maximised at

(−ψ−1)′(0) = − 1

ψ′(ψ−1(0))
= − 1

ψ′(s)
< − 1

α
.

Thus since φ is strictly concave, its derivative is strictly decreasing, so

α2F ′(α) = φ′
(
− 1

α

)
< φ′

(
− 1

ψ′(s)

)
= 0.

Thus by the chain rule, since ϕ′(θ) < 0 for all θ ∈ (0, 1),

d

dθ
dimθ

AK = F ′(ϕ(θ)) · ϕ′(θ) > 0.

In particular, the spectrum is a strictly increasing function of θ on (0, θmax]. □
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2.2. Differentiability and higher-order phase transitions. We can also obtain
precise information concerning differentiability, as well as higher-order phase
transitions. We say that a continuous real-valued function h has a phase transition of
kth order at θ when k ≥ 1 is the smallest integer such that the kth-derivative h(k)(θ)
does not exist. Recall that we denote the number of parts in the spectrum partition
by m.

Corollary C. The function θ 7→ dimθ
AK is piecewise analytic and the set of points where

the function is not analytic is given precisely by

H = {θ : θ = θn,min or θ = θn,max for some n = 1, . . . ,m}.

At each θ ∈ H there is a phase transition that either has odd order or order 2. Moreover:
(i) The set of θ ∈ (0, 1) at which dimθ

AK has a 1st order phase transition is given by

H1 := {θ : θ = θn,min = θn,max for some n = 1, . . . ,m}.

This implies that dimθ
AK has precisely k points of non-differentiability, where k is

the number of i = 1, . . . ,m such that Ii is homogeneous, and k ≤ #η(I)− 1. In
particular, dimθ

AK is differentiable if and only if each In is inhomogeneous.
(ii) The set of θ ∈ (0, 1) at which dimθ

AK has a kth order phase transition for some odd
integer k ≥ 3 is given by

Hhigher := {θ : θ = θn,max = θn+1,min for some n = 1, . . . ,m− 1} \H1.

(iii) The set of θ ∈ (0, 1) at which dimθ
AK has a 2nd order phase transition is given by

H2 := H \ (H1 ∪Hhigher).

In particular, at θmin and θmax, dimθ
AK either has a 1st or 2nd order phase transition.

Proof. Piecewise analyticity follows directly from the piecewise formula given
in Corollary A. Moreover, since the distinct parts correspond to distinct analytic
curves and any intersection of distinct analytic curves must have a phase transition
of some order, we obtain the formula for H .

First, to see (i), by standard properties of the concave conjugate, the derivative
of τ ∗ at α exists if and only if τ is strictly concave at all t for which α ∈ ∂τ(t). But
τ fails to be strictly concave at t if and only if t ∈ I◦n for a homogeneous part In,
in which case θ = θn,min = θn,max, as claimed. Since the curves ψj are affine for
a homogeneous column j and otherwise strictly concave, and moreover there
must be at least one column i with si ≤ tmin, there are at most #η(I)− 1 points of
non-differentiability.

Next, suppose θ = θn,max = θn+1,min for some n = 1, . . . ,m − 1. Equivalently,
θ = g′n(tn) = g′n+1(tn), and since gn− gn+1 changes sign at tn, gn− gn+1 has a saddle
point at tn. Therefore if k ∈ N is minimal so that g(k)n (tn) ̸= g

(k)
n+1(tn), then k an odd

integer which is at least 3. In particular, if θ /∈ H1, then dimθ
AK is differentiable at

θ, and therefore has a phase transition of odd order k ≥ 3.
Otherwise, suppose θ ∈ H2 and θ = θn,max < θn+1,min. Since (g∗)′′ = 0

on (ϕ−1(θn+1,min), ϕ
−1(θn,max)) and (g∗)′′ is uniformly bounded away from 0 on
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(ϕ−1(θn,max), ϕ
−1(θn,min)), and since the parameter change g∗(ϕ(θ))/ϕ(θ) is smooth,

the second derivative does not exist at θn,max. The case θn,max < θn+1,min = θ is
analogous. Otherwise, θ = θmax, but again dimθ

AK is constant on [θmax, 1) so the
same argument yields non-existence of the second derivative at θmax.

Combining these two observations yields (ii) and (iii), and in particular that
every phase transition has either odd order or order 2. □

Remark 2.3. It is straightforward to see that phase transitions of order 1 and order
2 already occur in many of the examples given later in this document. We sketch a
construction giving a phase transition of arbitrary odd order k ≥ 3.

We consider a Gatzouras–Lalley carpet with three columns each of width 1/3,
the first of which contains only one map (with arbitrary height less than 1/3). Let
N ∈ N be large and let B ⊂ RN denote the set of all N -tuples (b1, . . . , bN) with
0 < bi < 1/3 and b1 + · · · + bN < 1. Note that to any pair (β, β̃) ∈ B × B there is
an attractor K = K(β, β′) where the second column has contraction ratios given
by β, and the third given by β̃. Fix β = β̃ = β0 for some arbitrary initial choice of
β0 whose entries are not all equal, let tmin, tmax be the values corresponding to the
carpet K(β0, β0), and let t satisfy

tmin < t < tmax.

Exponentiating, we see that for any given d ≥ 1, the functions ψ and ψ̃ corre-
sponding to the non-trivial columns have the same dth derivative at t if and only
if

N∑
i=1

(
(log bi)

dbti − (log b̃i)
d(b̃i)

t
)
= 0.

Moreover, by the implicit function theorem, for typical choices of (β0, β0) and for
sufficiently large N , the set of parameters in B × B for which at least the first
k derivatives match at t is a non-trivial submanifold of B × B containing the
point (β0, β0). But given that the first k derivatives match, the parameters for
which the first k + 1 derivatives match is a proper submanifold, so there must
exist parameters (β, β̃) arbitrarily close to (β0, β0) such that precisely the first k
derivatives of ψ and ψ̃ agree, but the next derivative does not.

Since the parameters tmin and tmax are continuous functions of (β, β̃), and since
the sign of ψ − ψ̃ must change at t since k is odd, it follows that the function g

corresponding to the carpet K(β, β̃) must have a phase transition of order k at t.
Finally, since k ≥ 3, g∗ is differentiable so the derivative of g∗ is the inverse of g′.
Since the reparameterisation in terms of ϕ is smooth, it follows that dimθ

AK(β, β̃)
has a phase transition of order k at ϕ−1(g′(t)).

If one instead chooses points tmin < t1 < · · · < tn < tmax, a similar argument
gives arbitrarily many phase transitions of arbitrary odd orders at least 3.

2.3. Convexity and concavity. As the final result of this section, we obtain some
information concerning convexity and concavity.
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Corollary D. The spectrum dimθ
AK is:

(i) Strictly convex on each interval (θn,max, θn+1,min) for n = 1, . . . ,m− 1 as well as
the interval (0, θmin);

(ii) Strictly concave on the interval (θmax − δ, θmax) for some δ > 0 if and only if Im is
inhomogeneous; and

(iii) Constant on the interval [θmax, 1).
In particular, if dimθ

AK is not constant, then dimθ
AK contains a non-trivial interval of

convexity, and if every column is inhomogeneous, then dimθ
AK also contains a non-trivial

interval of concavity.

Proof. Cases (i) and (iii) follow directly from the piecewise formula for the
Assouad spectrum given in Corollary A. The remaining case which requires
checking is (ii). If Im is homogeneous, dimθ

AK is strictly convex in a neighbourhood
to the left of θmax by (i).

Otherwise, assume that Im is inhomogeneous with corresponding column
j ∈ η(I). Writing ψ = ψj and continuing the computation from the proof of
Corollary B with the same definitions of F and φ, for all θ ∈ I◦m,

d2

dθ2
dimθ

AK = F ′′(ϕ(θ)) · (ϕ′(θ))2 + F ′(ϕ(θ)) · ϕ′′(θ).

But F ′(ϕ(θmax)) = 0 and

F ′′(ϕ(θmax)) = φ′′
(
− 1

ϕ(θmax)

)
1

ϕ(θmax)4
− 2φ′

(
− 1

ϕ(θmax)

)
1

ϕ(θmax)3
< 0,

since we recall that φ is strictly concave so φ′′ < 0, and φ′(−1/ψ′(tmax)) = 0 where
ψ′(tmax) = ϕ(θmax). Thus, by continuity of the second derivative,

d2

dθ2
dimθ

AK < 0

for some δ > 0 and θ ∈ (θmax − δ, θmax), as claimed. □

Remark 2.4. For most of the examples we present in this document, the Assouad
spectrum is strictly concave on each non-trivial interval (θn,min, θn,max). However,
in §2.4.3, we construct an example with a non-trivial inhomogeneous column
and a non-trivial open sub-interval of (θn,min, θn,max) on which dimθ

AK is strictly
convex.

2.4. Examples.
2.4.1. Homogeneous carpets. Consider the special case of Gatzouras–Lalley carpets
whose columns are all homogeneous, i.e. for each j ∈ η(I), there is a unique bj so
that bi = bj for all i ∈ η−1(j). Recall from Lemma 2.2 that ψj is the affine function

ψj(t) = κj · (t− sj) where κj :=
log bj

log aj

and we recall that sj is the dimension of column j. Hence, the function g(t)
is piecewise affine, so for any θ ∈ (0, 1), ϕ(θ) ∈ ∂g(tn) for some n = 0, . . . ,m.
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t0 t1 t2 t3

(A) Plot of the function g(t).

dimAK
dimθ

AK

dimBK
0 1θ1 θ2 θ3

(B) Plot of the Assouad spectrum.

FIGURE 4. Plot of the Assouad spectrum corresponding to a system
with 4 homogeneous columns, 3 of which are non-trivial. The function
g(t) is a minimum of affine lines, so the corresponding spectrum dimθ

AK
is a piecewise convex function. The slope of gi(t) corresponds to the
value θi, for i = 1, 2, 3. The dotted lines correspond to the concave
conjugates at each ti for i = 0, . . . , 3, extended beyond the range given
by the corresponding affine lines.

Equivalently, θn := θn,min = θn,max for all n = 1, . . . ,m, so case (ii) of Corollary A
never occurs.

We can also derive an explicit formula for case (iii) of Corollary A. Since ψj
are affine for all j ∈ η(I), two functions ψi and ψj either have the same slope (in
which case one of them does not appear in the formula at all) or intersect at

ti,j :=
κisi − κjsj

κi − κj
with value ψi(ti,j) =

si − sj

1/κj − 1/κi
.

Given the spectrum partition of the carpet, for every n = 1, . . . ,m − 1, we have
tn = tj

n
,j

n+1
and we can express θn as

θn = ϕ−1(κj
n
) =

1

1 + κj
n
· (1− 1/κmax)

.
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θ1,max θ2,min θ2,max θ3,min

θ

dimθ
AK

FIGURE 5. Spectrum plot restricted to a small domain with a given
column being relevant on multiple intervals. Note that the values θ1,min

and θ3,max are not in the domain of this image.

To conclude, we obtain the formula

dimθ
AK = dimB η(K) +

κj
n
sj

n
− κj

n+1
sj

n+1

κj
n
− κj

n+1

+
θ

1− θ
(1− 1/κmax)

sj
n+1

− sj
n

1/κj
n+1

− 1/κj
n

.

In particular, dimθn
A K = dimB η(K) + sj

n
. The spectrum dimθ

AK is piecewise
convex with a point of non-differentiability at each θn. The number of such points
is bounded from above by the number of columns minus one, and this bound is
clearly optimal.

A plot of the function g and the Assouad spectrum for a system with four
columns (three of which are non-trivial) and three phase transitions is given in
Figure 4.
2.4.2. An example with three columns and six phase transitions. In this section, we
provide an explicit example of a Gatzouras–Lalley system with 6 phase transitions,
each of order 2. Define maps

T1,1(x, y) = (0.1 · x, 0.05 · y)
T2,1(x, y) = (0.4 · x+ 0.2, 0.00001 · y) T2,2(x, y) = (0.4 · x+ 0.2, 0.39 · y + 0.61)

T3,1(x, y) = (0.31 · x+ 0.69, 0.000177 · y) T3,1(x, y) = (0.31 · x+ 0.69, 0.2 · y + 0.8)

This is a system with three columns, consisting of a single map T1,1 in the first
column, maps T2,1 and T2,2 in the second, and T3,1 and T3,2 in the third. This system
has the following properties, which can be determined by a straightforward (albeit
tedious!) computation:
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t0 t1

(A) Plot of the function g(t).

θ1,min θ1,max

θ

0

dimθ
AK

1

(B) Plot of the Assouad spectrum.

FIGURE 6. Plot of the Assouad spectrum which has a convex part in the
interval (θ1,min, θ1,max). Note that the spectrum is differentiable on (0, 1),
including at θ1,max.

1. The spectrum partition has three parts I1, I2, and I3 where the second column
dominates on the parts I1 and I3 and the third column dominates on part I2.

2. The Assouad spectrum has six phase transitions.
A plot of the Assouad spectrum on a restricted domain is given in Figure 5.

2.4.3. Inhomogeneous column with corresponding part convex. The Assouad spectrum
corresponding to case (ii) of Corollary A is often concave; in particular, this is
the case for the other examples given above. However, this is not necessarily the
case in general. To give an explicit example, we consider an IFS consisting of two
columns. The first column consists of the single map T1,1(x, y) = (4x/5, y/1000).
The second column has maps

T2,j(x, y) = (x/5, bjy) + (4/5, tj) for j = 1, . . . , 52

where b1 = b2 = 19/100 and b3 = · · · = b52 = 10−20, and the tj are chosen so that
the IFS is a Gatzouras–Lalley carpet.

The convexity of the Assouad spectrum on a non-trivial open sub-interval of
(θ1,min, θ1,max) can be easily (albeit tediously) verified using the parametric formula
(2.3). A plot of the Assouad spectrum is given in Figure 6.
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2.5. Further work. We now briefly describe some possible directions for future
research.

2.6. Natural interpretation of the concave conjugate. The concave conjugate
of the Assouad spectrum has also appeared naturally in another setting, namely
local smoothing estimates with restricted times [BRRS25+]. There, the dual of
the Assouad spectrum is referred to as the Legendre–Assouad function. It would be
worthwhile to determine the relationship between this function and the column
pressure τ(t) from (1.2).
2.6.1. Bounds on number of phase transitions. We see from Corollary C and §2.4 that
it is much easier to bound the number of phase transitions when all columns are
homogeneous than in the general case, and we ask the following question.

Question 2.5. For each integer N ≥ 3, let f(N) denote the supremum of n ∈ N for
which there exists a Gatzouras–Lalley carpet with N maps whose Assouad spectrum is
non-analytic at n distinct points. Is f(N) finite for all N , and if so can it be calculated or
estimated?

2.6.2. Assouad spectrum of more general self-affine sets. It is natural to ask about
the Assouad spectrum of more general self-affine sets. If the condition bi < ai is
weakened to bi ≤ ai in (1.1) for some (but not all) i then we expect that the main
results of this paper will still hold. More generally, it would be worthwhile to
calculate the formula for carpets of the form considered by Barański [Bar07], or
for self-affine sponges in higher dimensions.
2.6.3. The lower spectrum. One might also compute the lower spectrum (see [FY18b,
§1]) of a Gatzouras–Lalley carpet, which is the natural dual to the Assouad spec-
trum describing scaling properties of the set at locations where it is sparse. We
expect that similar techniques as used in this paper would be useful to compute a
formula for the lower spectrum.
2.6.4. Bi-Lipschitz equivalence. Since the Assouad spectrum is a bi-Lipschitz invari-
ant, our results immediately imply some consequences for bi-Lipschitz equivalence
of self-affine carpets. For instance, if the spectrum partition of one carpet contains
a homogeneous column while the other does not, then the two carpets cannot
be bi-Lipschitz equivalent. In particular, this distinguishes Bedford–McMullen
carpets from Gatzouras–Lalley carpets in which every column is inhomogeneous.

However, the Assouad spectrum does not take into account any columns which
do not appear in the spectrum partition, whereas such columns may impact bi-
Lipschitz equivalence. Here, the lower spectrum might be useful, since it would
also take into account the small columns. More generally, classifying Gatzouras–
Lalley carpets up to bi-Lipschitz equivalence is a challenging problem (some
partial results are given in [HRWX21+]), and it would be interesting to investigate
what more can be said in this direction using the Assouad and lower spectra.
2.6.5. Intermediate dimensions of Gatzouras–Lalley carpets. Finally, the intermediate
dimensions are another family of dimensions which depend on a parameter θ ∈
(0, 1), and they lie between Hausdorff and box dimension. A precise formula for
the intermediate dimensions of Bedford–McMullen carpets is given in [BK21+],
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with a highly technical proof. It is likely an even more technically challenging
problem to calculate a formula for the intermediate dimensions of all Gatzouras–
Lalley carpets. However, in light of Corollary C (i), it would be interesting to know
whether the intermediate dimension function is differentiable for Gatzouras–Lalley
carpets whose columns are all inhomogeneous. The intermediate dimensions of
Bedford–McMullen carpets with distinct Hausdorff and box dimensions have
countably many points of non-differentiability.

3. A VARIATIONAL FORMULA FOR THE ASSOUAD SPECTRUM

For the remainder of this document, we fix a Gatzouras–Lalley IFS {Ti}i∈I with
attractor K. In this section, we establish a variational formula for the Assouad
spectrum. After setting up notation in §3.1, in §3.2 we state the variational formula
and give a sketch of the proof. The remaining sections are devoted to the proof
of the variational formula. We will use the method of types from large deviations
theory; an introduction can be found in [DZ10, §2.1.1].

3.1. Symbolic notation and approximate squares.
3.1.1. Symbolic notation and coding. Set I∗ =

⋃∞
n=0 In equipped with the operation

of concatenation. Given i ∈ In, we denote the length of i by |i| = n. We say that a
word i ∈ I∗ is a prefix of k if there is a word j so that k = ij, and we write i ≼ k.
If |i| ≥ 1, we let i− denote the unique prefix of i of length |i| − 1. We denote the
unique word of length 0 by ∅.

Given i = (i1, . . . , in) ∈ In, we write

ai = ai1 · · · ain , bi = bi1 · · · bin ,
Ti = Ti1 ◦ · · · ◦ Tin , Si = Si1 ◦ · · · ◦ Sin .

Next, we let Ω = IN denote the space of infinite sequences on I . The concatena-
tion iγ for i ∈ I∗ and γ ∈ Ω is defined similarly, so we also speak of finite prefixes
of infinite words. Given i ∈ I∗, we denote the cylinder set

[i] = {γ ∈ Ω : i ≼ γ}.

Of course, the map η : I → η(I) also induces a map on I∗ and Ω. Sometimes,
we will abuse notation and simply write ij for i ∈ I∗ and j ∈ η(I∗), in place of
η(i)j. For instance, the expressions

aij and Sij

are well-defined since they depend only on the value of η(i) and j.
Finally, we define the surjective coding map π : Ω → K for γ = (in)

∞
n=1 by

{π(γ)} =
∞⋂
n=1

Ti1 ◦ · · · ◦ Tin(K).

As a result of the separation assumptions on a Gatzouras–Lalley IFS, we will often
abuse notation and refer to sets E ⊂ Ω and their image π(E) ⊂ K interchangeably.
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3.1.2. Notation for probability vectors. In order to state our variational formula, we
must first introduce some notation to handle the space of Bernoulli measures
associated with the IFS {Ti}i∈I . Let

P = P(I) =
{
(pi)i∈I : pi ≥ 0,

∑
i∈I

pi = 1
}
⊂ RI ,

which is a compact metric space with the metric inherited from ambient Euclidean
space. We refer to probability vectors in P using bold-face letters, such as w. Recall
that η denotes the orthogonal projection onto the first coordinate axis. In a similar
way as before, η induces a map η : P → η(P) by the rule

η(w) =
( ∑
i∈η−1(j)

wi

)
j∈η(I)

.

Given a probability vector w = (wi)i∈I ∈ P , we define the entropy

H(w) =
∑
i∈I

wi log(1/wi)

and Lyapunov exponents

χ1(w) =
∑
i∈I

wi log(1/ai) and χ2(w) =
∑
i∈I

wi log(1/bi).

For p ∈ η(I), we define entropy in the same way, and also note that χ1(p) is
well-defined since χ1(w) = χ1(η(w)). Note that H , χ1, and χ2 are continuous
positive functions on P , and moreover χ1 and χ2 are uniformly bounded away
from 0. Since rectangles defining the Gatzouras–Lalley carpet are wider than they
are tall, χ1(w) < χ2(w).

Finally, we denote the logarithmic eccentricity of w ∈ P by

Γ(w) =
χ2(w)

χ1(w)
.

Since 0 < bi < ai < 1 for all i ∈ I, Γ takes values in a compact interval

Γ(P) = [κmin, κmax] ⊂ (1,∞),

where

κmin = min
i∈I

log bi
log ai

and κmax = max
i∈I

log bi
log ai

.

We will use Γ to measure the exponential distortion of the rectangle Ti([0, 1]2)
in terms of the digit frequencies corresponding to the word i ∈ I∗, with κmin

corresponding to the cases when the rectangle looks as close as possible to a
square.
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3.1.3. Pseudo-cylinders and approximate squares. In order to perform our covering
arguments, we require some symbolic notation to handle the fact that the cylinders
are exponentially distorted. A key difficulty in understanding the geometry of
self-affine sets is that the cylinder sets are not squares, but instead exponentially
distorted rectangles. On the other hand, because of the vertical alignment of the
columns, it turns out that we can group vertically-aligned cylinder sets together in
ways which let us cover multiple cylinders simultaneously.

Our main symbolic construction is the notion of a pseudo-cylinder. Suppose
i ∈ In and j ∈ η(I)m. Then the corresponding pseudo-cylinder is the set

P (i, j) = {γ = (ik)
∞
k=1 ∈ Ω : (i1, . . . , in) = i and η(in+1, . . . , in+m) = j}.

Note that the map (i, j) 7→ P (i, j) is injective. Equivalently, the pseudo-cylinder
P (i, j) is the union of the cylinders contained in [i] which all lie in column η(i)j;
that is,

(3.1) P (i, j) =
⋃

k∈η−1(j)

[ik].

Now given an infinite word γ ∈ Ω, let Ln(γ) be the minimal integer so that

aγ1 · · · aγLn(γ)
< bγ1 · · · bγn .

In other words, Ln(γ) is chosen so that the level Ln(γ) rectangle has approximately
the same width as the height of the level n rectangle. Note that Ln(γ) ≥ n, and
write the first Ln(γ) entries of γ as γ↿Ln(γ) = ij where i ∈ In. We then define the
approximate square Qn(γ) ⊂ Ω by

Qn(γ) = P (i, η(j)).

We use the term ‘approximate square’ because the ratio of its height to its width is
bounded away from 0 and ∞, independently of γ. While different γ may define
the same approximate square, the choice of i and η(j) are unique.

Now for fixed i, let U(i) ⊂ η(I∗) denote the set of j so that P (i, j) is an
approximate square. We call U(i) a complete section: for every infinite word
γ ∈ η(Ω), there is exactly one j ∈ U(i) which is a prefix of γ. In particular, the
approximate squares P (i, j) are disjoint in symbolic space for fixed i.

We say that a pseudo-cylinder P (i, j) is wide if j ≼ k for some k ∈ U(i); in other
words, P (i, j) contains approximate squares of the form P (i, k). One can think of
the wide pseudo-cylinders as “interpolating” between the cylinder P (i,∅) = [i]
and the approximate square P (i, η(j)) = Qn(γ). If P (i, j) is wide, then |j| ≲ |i|,
and moreover if P (i, j) is an approximate square, then |j| ≈ |i|.

Finally, we group the approximate squares based on diameter (or more pre-
cisely, height) by defining, for 0 < r < 1,

S(r) =
{
Q = P (i, j) : Q is an approximate square and bi < r ≤ bi−

}
.

Note that the elements of S(r) are pairwise disjoint in symbolic space since the
condition bi < r ≤ b−i defines a complete section on I∗, and U(i) is a complete
section for each i.
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3.2. Statement of the variational formula and proof strategy. We can now ex-
plicitly state our variational formula. First, define a parameter change for v ∈ P
by

ϕ(θ,v) =
1/θ − 1

1− 1/Γ(v)
and ϕ(θ) = inf

v∈P
ϕ(θ,v) =

1/θ − 1

1− 1/κmax

.

Note that ϕ is strictly decreasing in θ and Γ(v). We let

∆thin(θ) = {(v,w) ∈ P × P : ϕ(θ,v) ≤ Γ(w)},
∆thick(θ) = {(v,w) ∈ P × P : ϕ(θ,v) ≥ Γ(w)}.

(3.2)

Recall that tmin = dimBK − dimB η(K), and set

fthin(θ,v,w) = dimB η(K) +
H(w)−H(η(w))

χ2(w)
,

fthick(θ,v,w) = dimBK +
1

ϕ(θ,v)

(
H(w)−H(η(w))− tminχ2(w)

χ1(w)

)
.

Finally, write

(3.3) f(θ,v,w) =

{
fthin(θ,v,w) : (v,w) ∈ ∆thin(θ),

fthick(θ,v,w) : (v,w) ∈ ∆thick(θ).

It is straightforward to check that fthin = fthick on ∆thin(θ)∩∆thick(θ), so f is indeed
well-defined and continuous.

Theorem 3.1. Let K be a Gatzouras–Lalley carpet. Then for all θ ∈ (0, 1),

dimθ
AK = max

(v,w)∈P×P
f(θ,v,w).

We now summarise the main idea of the proof. In order to compute dimθ
AK,

it suffices to consider approximate squares. Consider an approximate square of
width R, say, and note that it is composed of cylinders, all of which have various
heights. For our application there are two cases: either the cylinder is thin, i.e. it
has height at most R1/θ, or the cylinder is thick, i.e. it has height at least R1/θ. This
corresponds to the two cases of the definition in (3.3), and the covering strategy
for each case is different.

1. In the thin case (which is handled in §3.4), we can simply group cylinders
together (forming a pseudo-cylinder) until the heights are approximately R1/θ.
We cover such cylinders simultaneously, and the count depends on dimB η(K)
(the dimBK count does not appear).

2. In the thick case (which is handled in §3.5), we must cover each cylinder
at a scale R1/θ, which is smaller than the height of the cylinder. We note
that pseudo-cylinders of height R1/θ and a certain width can be realised as
images of approximate squares in K, so we can count the number of such
pseudo-cylinders in terms of dimBK, and then cover each one at scale R1/θ

using dimB η(K).
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The key observation is that the covering strategy for the cylinder depends only
on the digit frequency (or type) of certain indices corresponding to each case. In
the thick case, these digit frequencies are precisely a pair (v,w) ∈ P × P , where
v is the digit frequency of the cylinder defining the approximate square, and
w is the digit frequency of the smaller cylinder. In the thin case, v is the same
but now w corresponds instead to the pseudo-cylinder. The precise definitions
of these types are given in §3.3. The resolutions at which these bounds become
relevant depend on the logarithmic eccentricity of both the original cylinder v and
the composing cylinders w. But now the crucial observation (based on the same
strategy underlying the main results in [Kol23]) which allows us to complete this
argument is a combination of the following two facts:

3. Since the scales R1/θ and R are exponentially separated, the set of possible
types is much smaller than the number of cylinders with each type; and

4. The covering strategy within each type class is the same, with cost precisely
corresponding to the functions fthin and fthick.

This means that the cost to cover the approximate square is dominated by the
maximal type, yielding the variational formula for the Assouad spectrum. In fact,
we will later see that when θmin ≤ θ ≤ θmax, there will be a maximising vector on
∆thin(θ) ∩∆thick(θ); the corresponding cylinders will have height approximately
R1/θ.

3.3. Sections for approximate squares and types. In this section, we make the
notion of a type rigorous, which is the starting point for our covering strategy.
3.3.1. Defining the section Bθ(i, j). First, we say that a subset A ⊂ I∗ is a section if
for any γ ∈ Ω, there is at most one i ∈ A which is a prefix of γ. Note that complete
sections, as introduced earlier, are sections to which no new elements can be added.
The partial order of prefixes extends to a partial order on the family of sections,
where we write A ≼ B if for all i ∈ A, there exists j ∈ B such that i is a prefix of j.
This partial order has a meet: that is, given a finite family of sections A1, . . . ,An,
there is a unique section A1 ∧ · · · ∧An which is maximal with respect to the partial
order such that

A1 ∧ · · · ∧ An ≼ Ai

for all i = 1, . . . , n.
Now fix θ ∈ (0, 1) and an approximate square Q = P (i, j) where i ∈ I∗

and j ∈ η(I∗). Recall that η−1(j) ⊂ I∗ is in bijection with the set of cylinders
composing the approximate square Q (see (3.1)), and moreover is a complete
section. We now define a section

Aθ(i, j) = {k ∈ I∗ : bk < b
1/θ−1
i ≤ bk− and η(k) ≼ j}.

In words, this set codes the cylinders intersecting Q with height (diamQ)1/θ and
width greater than diamQ. However, this set of cylinders may not entirely cover
Q, so we add the missing cylinders to form

Bθ(i, j) = Aθ(i, j) ∧ η−1(j).
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Note that if k ∈ Bθ(i, j), there is a unique l(k) ∈ η(I∗) such that j = η(k)l(k).
Thus the section Bθ(i, j) induces a decomposition ofQ into wide pseudo-cylinders:

Q = P (i, j) =
⋃

k∈Bθ(i,j)

P (ik, l(k)).

By definition of Bθ(i, j), if l(k) ̸= ∅, then the height of the corresponding pseudo-
cylinder P (ik, l(k)) is (up to a constant multiple) b1/θi .

Another equivalent way to think about the decomposition is as follows. First,
observe that

Bθthick(i, j) := Bθ(i, j) ∩ η−1(j) = {k ∈ Bθ(i, j) : l(k) = ∅}.

Then set Bθthin(i, j) := Bθ(i, j) \ Bθthick(i, j). The pseudo-cylinders correspond-
ing to the elements of Bθthin(i, j) are precisely formed by “grouping” the cylin-
ders composing the approximate square Q which have height less than R1/θ into
pseudo-cylinders with height approximatelyR1/θ. Moreover, the pseudo-cylinders
corresponding to the elements of Bθthick(i, j) are in fact cylinders, and they have
height greater than R1/θ.
3.3.2. Defining types and counting type classes. We first define the notion of the type
corresponding to a word. Suppose i = (i1, . . . , in) ∈ In for some n ∈ N, and write

ξ(i) = (pj)j∈I where pj =
#{k = 1, . . . , n : ik = j}

n
.

Of course, ξ(i) ∈ P .
Now, fix θ ∈ (0, 1), an approximate square Q = P (i, j), and corresponding

section Bθ(i, j) as defined in the previous section. Fix k ∈ Bθ(i, j) and define the
type of k as the pair

ζ(k) = (ξ(i), ξ(k))

and denote the set of all types

T θ(i, j) = {ζ(k) : k ∈ Bθ(i, j)}.

Conversely, given a type (v,w) ∈ T θ(i, j), define the corresponding type class by

Cθ(v,w) = Cθi,j(v,w) :=
{
k ∈ Bθ(i, j) : ζ(k) = (v,w)

}
.

An important observation is that if k, k′ ∈ Cθi,j(v,w) have the same type, then

|k| = |k′|, η(k) = η(k′), ak = ak′ , and bk = bk′ .

We will require the following key estimates on the exponential growth rate of the
number of possible types and the size of each type class.

Lemma 3.2. Fix θ ∈ (0, 1). Then the following hold:
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(i) We have

log#T θ(i, j)

log(1/bi)
= O

(
log |i|
|i|

)
.

(ii) Let k ∈ Bθ(i, j) have type ζ(k) = (v,w). Then

log#Cθ(v,w)

|k|
= H(w)−H(η(w)) +O

(
log |i|
|i|

)
.

Proof. To see (i), there is a constantM > 0 so that |k| ≤M ·|i| for all k ∈ Bθ(i, j).
Thus by [DZ10, Lemma 2.1.2],

1 ≤ #T θ(i, j) ≤
M |i|∑
n=0

#{ξ(k) : k ∈ In} ≤ (M |i|+ 1)#I+1.

But log(1/bi) ≈ |i| ≈ |k|, from which the result follows.
Next, we see (ii). Let k ∈ Bθ(i, j) have type ζ(k) = (v,w), and recall that for

all k′ ∈ Cθ(v,w),

m := |k| = |k′| and η(k) = η(k′).

Now, by [DZ10, Lemma 2.1.8],

(m+ 1)−#I exp(m ·H(w)) ≤ #{j ∈ Im : ξ(j) = w} ≤ exp(m ·H(w)).

However, Cθ(v,w) consists only of those j for which η(j) = η(k). Moreover, the
quantity

#{j ∈ Im : ξ(j) = w and η(j) = h}

is independent of the choice of h ∈ η(Im) as long as ξ(h) = η(w), and 0 otherwise.
Thus again applying [DZ10, Lemma 2.1.8] to count the number of possible choices
for h,

(m+ 1)−#I exp(m ·H(w))

exp(m ·H(η(w)))
≤ #{j ∈ Im : ξ(j) = w and η(j) = η(k)}

≤ exp(m ·H(w))

(m+ 1)−#η(I) exp(m ·H(η(w)))
.

Taking logarithms, dividing by m, and recalling again that |k| ≈ |i| yields the
desired result. □

3.4. Covering thin cylinders. We now begin our covering arguments for the
individual types, beginning with the thin cylinders.

We first require a covering lemma for wide pseudo-cylinders in terms of
approximate squares. Recall that S denotes the set of all approximate squares, and
S(r) denotes the approximate squares with diameter approximately r. If P (i, j) is
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a wide pseudo-cylinder, we can write it as a union of the approximate squares in
the family

Q(i, j) := {Q ∈ S : Q = P (i, k) for some k ∈ η(I∗) and Q ⊂ P (i, j)}.

Note that since eachQ = P (i, k) for some k, we have Q(i, j) ⊂ S(bi). We then have
the following standard covering result which is given explicitly in, for example,
[KR23+, Lemma 4.8]. We give the short proof for the convenience of the reader.

Lemma 3.3. Let P (i, j) be a wide pseudo-cylinder. Then

#Q(i, j) ≈
(
aij

bi

)dimB η(K)

.

Proof. Write Q(i, j) = {Q1, . . . , Qm}, and for each i = 1, . . . ,m, let ki be such
that Qi = P (i, ki). Since {k1, . . . , km} ≽ {j} is a complete section relative to j,
writing s = dimB η(K) and recalling that η(K) is the attractor of a self-similar IFS
satisfying the open set condition,

(3.4)
m∑
i=1

aski = asj.

But aiki ≈ bi since each Qi is an approximate square, so the result follows. □

With this lemma, we can now obtain our main covering bound for thin cylinders.

Proposition 3.4. Fix θ ∈ (0, 1). Then for all approximate squares Q = P (i, j) and type
classes (v,w) = ζ(k) for some k ∈ Bθthin(i, j), the following hold:

(i) We have ϕ(θ,v) ≤ Γ(w) +O
(
|i|−1

)
.

(ii) Set E =
⋃

k′∈Cθ(v,w) P (ik
′, l(k′)). Then

log#{Q′ ∈ S(b1/θi ) : Q′ ∩ E ̸= ∅}
(1/θ − 1) log(1/bi)

= fthin(θ,v,w) +O

(
log |i|
|i|

)
.

Proof. To see (i), first observe by the definition of Bθthin that b1/θ−1
i ≈ bk, and

since Q is an approximate square, aiak ≳ bi. In particular,

(3.5)
(
1

θ
− 1

)
· |i| · χ2(v) = |k| · χ2(w) +O(1)

and

(3.6) |i| · χ1(v) + |k| · χ1(w) ≤ |i| · χ2(v) +O(1).

Substituting the value of |k| from (3.6) into (3.5) and dividing through by |i| yields

1

Γ(v)
+

(
1

θ
− 1

)
· 1

Γ(w)
≤ 1 +O

(
|i|−1

)
.
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Since Γ takes values in a compact subinterval of (1,∞), this is a rearrangement of
(i).

To see (ii), first note that for each k′ ∈ Cθ(v,w),

bik′ ≈ b
1/θ
i and aik′l(k′) = aij ≈ bi

and moreover by (3.5) and Lemma 3.2 (ii),
(3.7)

log#Cθ(v,w)

(1/θ − 1) log(1/bi)
=

log#Cθ(v,w)

|i| · (1/θ − 1)χ2(v)
=
H(w)−H(η(w))

χ2(w)
+O

(
log |i|
|i|

)
.

Thus by Lemma 3.3,

#{Q′ ∈ S(b1/θi ) : Q′ ∩ E ̸= ∅} ≈
∑

k′∈Cθ(v,w)

(
aik′l(k′)
bik′

)dimB η(K)

≈ #Cθ(v,w) · b(1−1/θ)·dimB η(K)
i .

Taking logarithms, dividing through by(1/θ − 1) log(1/bi), and applying (3.7)
completes the proof. □

3.5. Covering thick cylinders. We now obtain our main bounds for thick cylin-
ders. First, we require the following covering lemma for cylinders by approximate
squares with height smaller than the height of the cylinder. This result is a direct
application of (the proof of) [LG92, Theorem 2.4] and the short proof can be found,
for example, in the proof of [KR23+, Lemma 4.9]. Here, we adapt the notation to
align with the application in Proposition 3.6 and give a proof for the convenience
of the reader. Recall that tmin = dimBK − dimB η(K).

Lemma 3.5. Suppose i, k′ ∈ I∗ are such that b1/θ−1
i ≲ bk′ and aik′ ≈ bi. Then

#{Q ∈ S(b1/θi ) : Q ⊂ [ik′]} ≈
(
1

bi

)(1/θ−1)·dimBK

·
(

1

bk′

)−tmin

.

Proof. Fix i, k′ ∈ I∗. Write R = b
1/θ−1
i /bk′ and enumerate S(R) = {Q1, . . . , Qm}.

Inspecting the proofs of [LG92, Lemmas 2.1, 2.2, & 2.3], we see that

m ≈

(
bk′

b
1/θ−1
i

)dimBK

.

Moreover, for each i = 1, . . . ,m, we write Qi = P (ji, ki) for some ji ∈ I∗ and
ki ∈ η(I∗), so that

Q(ik′ji, ki) ⊂ S(b1/θi ) and [ik′] =
m⋃
i=1

⋃
Q∈Q(ik′ji,ki)

Q.
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Thus by Lemma 3.3 applied to each wide pseudo-cylinder P (iji, ki), since Qi is
an approximate square so ajiki ≈ bji , and aik′ ≈ bi by assumption,

#{Q ∈ S(b1/θi ) : Q ⊂ [ik′]} =
m∑
i=1

#Q(ik′ji, ki)

≈
m∑
i=1

(
aik′jiki
bik′ji

)dimB η(K)

≈
(
1

bi

)(1/θ−1)·dimBK

·
(

1

bk′

)−tmin

as claimed. □

With this lemma in hand, we now obtain our main results concerning thick cylin-
ders.

Proposition 3.6. Fix θ ∈ (0, 1). Then for all approximate squares Q = P (i, j) and type
classes (v,w) = ζ(k) for some k ∈ Bθthick(i, j), the following hold:

(i) We have ϕ(θ,v) ≥ Γ(w) +O
(
|i|−1

)
.

(ii) Set E =
⋃

k′∈Cθ(v,w) P (ik
′, l(k′)). Then

log#{Q′ ∈ S(b1/θi ) : Q′ ∩ E ̸= ∅}
(1/θ − 1) log(1/bi)

= fthick(θ,v,w) +O

(
log |i|
|i|

)
.

Proof. First, by the definition of Bθthick(i, j), b
1/θ−1
i ≲ bk and since Q is an ap-

proximate square, aiak ≈ bi. Therefore similar arguments as used in the proof of
Proposition 3.4 (i) yield (i).

Next, we see (ii). Let k′ ∈ Cθ(v,w) be arbitrary. Since ak′ ≈ bia
−1
i , taking

logarithms and rearranging gives that

|i| · (1/θ − 1)χ2(v) = |k′| · χ1(w)ϕ(θ,v) +O(1).

In particular,

(3.8)
log ((1/bk′)

−tmin)

(1/θ − 1) log(1/bi)
= − tmin

1/θ − 1
· |k

′| · χ2(w)

|i| · χ2(v)
= − tminχ2(w)

ϕ(θ,v)χ1(w)
+O(|i|−1),

and by Lemma 3.2 (ii),

(3.9)
log#Cθ(v,w)

(1/θ − 1) log(1/bi)
=

log#Cθ(v,w)

(1/θ − 1)|i|χ2(v)
=
H(w)−H(η(w))

ϕ(θ,v)χ1(w)
+O

(
log |i|
|i|

)
.

Moreover, since k′ ∈ Bθthick, we have l(k′) = ∅ so we may apply Lemma 3.5 to each
cylinder P (ik′, l(k′)) = [ik′] giving

#{Q′ ∈ S(b(1/θ)i ) : Q′ ∩ E ̸= ∅} ≈
(
1

bi

)(1/θ−1)·dimBK

·
∑

k′∈Cθ(v,w)

(
1

bk′

)−tmin
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=

(
1

bi

)(1/θ−1)·dimBK

·#Cθ(v,w)

(
1

bk

)−tmin

.

Recalling the computations in (3.8) and (3.9), taking logarithms and dividing by
(1/θ − 1) log(1/bi) gives

log#{Q′ ∈ S(b(1/θ)i ) : Q′ ∩ E ̸= ∅}
(1/θ − 1) log(1/bi)

= dimBK +
H(w)−H(η(w))

ϕ(θ,v)χ1(w)
+

−tminχ2(w)

ϕ(θ,v)χ1(w)
+O

(
log |i|
|i|

)
= fthick(θ,v,w) +O

(
log |i|
|i|

)
as claimed. □

3.6. Combining bounds and completing the proof. To complete the proof, it
simply remains to combine the results established in the previous sections.

Proof (of Theorem 3.1). Let θ ∈ (0, 1) be fixed. First, there is a constant M > 0
such that any ball B(x, r) can be covered by M approximate squares in S(r) and
vice versa. Thus if we set for n ∈ N

Dn :=
{
P (i, j) : P (i, j) is an approximate square with |i| = n

}
,

then

(3.10) dimθ
AK = lim sup

n→∞
max

P (i,j)∈Dn

log#{Q ∈ S(b1/θi ) : Q ∩ P (i, j) ̸= ∅}
(1/θ − 1) log(1/bi)

.

Now, fix an approximate square P (i, j), which we recall that we can decompose
as

P (i, j) =
⋃

k∈Bθ(i,j)

P (ik, l(k)) =
⋃

(v,w)∈T θ(i,j)

⋃
k∈Cθ

i,j(v,w)

P (ik, l(k)).

For (v,w) ∈ T θ(i, j), write

N(v,w) = #
{
Q ∈ S(b1/θi ) : Q ∩ P (ik, l(k)) ̸= ∅ for some k ∈ Cθi,j(v,w)

}
.

Next, let (v0,w0) = ζ(k) be chosen so that N(v0,w0) is maximised. Suppose
that k ∈ Bθthin(i, j). Then by Lemma 3.2 (i) and Proposition 3.4 (ii),

log#{Q ∈ S(b1/θi ) : Q ∩ P (i, j) ̸= ∅}
(1/θ − 1) log(1/bi)

=
logN(v0,w0)

(1/θ − 1) log(1/bi)
+O

(
log |i|
|i|

)
= fthin(θ,v0,w0) +O

(
log |i|
|i|

)
.
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Moreover, since f and fthin are continuous functions on the compact domain
P × P , they are in fact uniformly continuous. In particular, for all ε > 0 and all |i|
sufficiently large depending on ε, by Proposition 3.4 (i), for all k ∈ Bθthin(i, j) with
type (v,w) = ζ(k),

|f(θ,v,w)− fthin(θ,v,w)| ≤ ε.

Of course, the analogous results hold with fthick in place of fthin for k ∈
Bθthick(i, j) by Proposition 3.6 (i) and (ii).

Combining these observations, for all ε > 0 and n sufficiently large depending
on ε, with

T θ
n :=

⋃
P (i,j)∈Dn

T θ(i, j)

denoting the set of all types at level n,∣∣∣∣∣ max
P (i,j)∈Dn

log#{Q ∈ S(b1/θi ) : Q ∩ P (i, j) ̸= ∅}
(1/θ − 1) log(1/bi)

− max
(v,w)∈T θ

n

f(θ,v,w)

∣∣∣∣∣ ≤ ε.

But T θ
n becomes arbitrarily dense in P ×P as n diverges to infinity, and since ε > 0

was arbitrary, the result follows from (3.10). □

4. AN EXPLICIT FORMULA FOR THE ASSOUAD SPECTRUM

In this section, we obtain the explicit formula for the Assouad spectrum as stated
in Theorem A. Our main tool to solve the optimisation problem which arises
in the variational principle in Theorem 3.1 is the duality theory of constrained
optimisation. This approach is based on the general strategy outlined in [Rut23+,
§3.1 and §4], and we recall the main components that we require in §4.1. Since
our optimisation problem is only piecewise smooth and far from being (even
locally) convex, we also introduce in §4.2 some more general conditions which
enable the reduction of a certain class of optimisation problem to boundaries
of the constraint domain. With these preliminaries out of the way, in §4.3 we
obtain explicit solutions to the optimisation problems that will be relevant for our
derivation of the main formula. The proof of the main result is then completed in
§4.4.

4.1. The geometry of constrained optimisation. In this section, we recall the
setup and collect the relevant results from [Rut23+, §3.1].

We begin by recalling some general definitions from convex analysis. For a
general function g : R → R∪{−∞}, the concave conjugate is given by

g∗(α) = inf
t∈R

(tα− g(t)).
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Note that g∗ is always concave, and g∗∗ is the concave hull of g. In particular, we
always have the inequality

(4.1) g∗(α) + g(t) ≤ αt,

and moreover the subdifferential ∂g(t) is precisely the set of α for which equality
holds in (4.1).

Suppose moreover that g is a concave function. We then let ∂−g(t) (resp. ∂+g(t))
denote the left (resp. right) derivative of g at t, which necessarily exist by concavity
of g. Equivalently, ∂g(t) = [∂+g(t), ∂−g(t)]. In particular, g is differentiable at t if
and only if ∂g(t) = {α}, in which case g′(t) = α.

Now let ∆ be a compact metric space and let u, v : ∆ → R be continuous. We
consider the constrained optimisation

F (α) = max
w∈∆

{v(w) : u(w) = α} ,

where we set F (α) = −∞ if there does not exist w ∈ ∆ with u(w) = α. Associated
with this constrained optimisation problem is the unconstrained dual

T (t) = min
w∈∆

{t · u(w)− v(w)} .

Since T is a minimum of affine functions, T is necessarily concave. For each t ∈ R,
we denote the set of minimising vectors for T (t) by

M(t) := {w ∈ ∆ : t · u(w)− v(w) = T (t)} .

The following facts will be useful to us; the proofs of these results are short and
elementary and can be found in [Rut23+].

Lemma 4.1 ([Rut23+]). The following hold.
(i) We have

min
w∈M(t)

u(w) = ∂+T (t) and max
w∈M(t)

u(w) = ∂−T (t).

(ii) Suppose t ∈ R and M(t) is connected. Then u(M(t)) = ∂T (t) and F (α) = T ∗(α)
for all α ∈ ∂T (t).

Proof. Here, (i) follows from the proof of [Rut23+, Lemma 3.1] and (ii) follows
from the proof of [Rut23+, Corollary 3.6]. □

Remark 4.2. A straightforward consequence of Lemma 4.1 is that the left and
right derivatives of T are elements of the compact set u(∆) ⊂ R.

4.2. Attaining the optimisation on the boundary. We now introduce the concept
of an island-free function, and use this to establish some general conditions under
which certain constrained optimisation problems are attained on the boundary.
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Definition 4.3. Let ∆ be a topological space and let f : ∆ → R. We say that f is
island-free if for all t ∈ R the upper level set

{x ∈ ∆ : f(x) ≥ t}

is connected.

Here, the empty set is always connected. The following lemma provides some
simple conditions to establish island-freeness.

Lemma 4.4. The following hold.
(i) Let ∆ be a convex space. Suppose f : ∆ → R is concave and g : ∆ → (0,∞) is

affine. Then f/g is island-free.
(ii) Suppose ∆i is a topological space and fi : ∆i → R≥0 is island-free for each i =

1, . . . ,m. Equip ∆ := ∆1×· · ·×∆m with the product topology. Then f : ∆ → R≥0

defined by

f(x1, . . . , xm) = f1(x1) · · · fm(xm)

is island-free.

Proof. To see (i), let f be concave and g affine. Then for each t ∈ R, using
positivity of g,

{x ∈ ∆ : f(x)/g(x) ≥ t} = {x ∈ ∆ : f(x)− tg(x) ≥ 0}.

This is a convex set (and in particular connected) since f(x)− tg(x) is concave as a
function of x.

Next, we see (ii). Let ∆i and fi be defined as in the statement of the lemma and
let t ∈ R be fixed. Set

A(t) := {(x1, . . . , xm) : f1(x1) · · · fm(xm) ≥ t} .

We must show that A(t) is connected. First, let (y1, . . . , ym) ∈ A(t) be arbitrary.
Then

E(y1, . . . , ym) :=
m∏
i=1

{xi : fi(xi) ≥ fi(yi)} ⊂ A(t)

is a connected set since each fi is island-free. Moreover, if (z1, . . . , zm) ∈ A(t) is
arbitrary, since the fi are non-negative,

∅ ̸=
m∏
i=1

{
xi : fi(xi) ≥ max{fi(yi), fi(zi)}

}
⊂ E(y1, . . . , ym) ∩ E(z1, . . . , zm).

Since the union of two intersecting connected sets is connected, any two elements
of A(t) are contained in a connected subset of A(t). Thus A(t) is connected. □

The preceding lemma, along with concavity of w 7→ H(w)−H(η(w)) (which fol-
lows by the log-sum inequality, see for instance [CT06, §2.7]), yields the following
result.
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Corollary 4.5. For all θ ∈ (0, 1), the functions (v,w) 7→ fthin(θ,v,w) and (v,w) 7→
fthick(θ,v,w) are island-free.

Our main use for island-freeness appears in the following elementary lemma,
which provides a partial description of the constrained maximisers of an island-
free function in the case that the constrained maximum is not equal to the global
maximum.

Lemma 4.6. Let ∆ be a compact metric space and let f : ∆ → R be continuous and
island-free. Then the set of global maximisers

M :=

{
x ∈ ∆ : f(x) = max

y∈∆
f(y)

}
is a non-empty, compact and connected subset of ∆.

Moreover, suppose E ⊂ ∆ is a non-empty compact set satisfying M ∩ (∆ \ E) ̸= ∅.
Then the set of constrained maximisers

ME :=

{
x ∈ E : f(x) = max

y∈E
f(y)

}
,

intersects the topological boundary of E.

Proof. Since f is continuous, it is immediate that M is well-defined, non-empty
and compact. Since f is island-free, M is connected.

Next, suppose E ⊂ ∆ is compact and M ∩ (∆ \ E) ̸= ∅. Consider the set

G :=

{
x ∈ ∆ : f(x) ≥ max

y∈E
f(y)

}
.

Note that ME = G ∩ E so G ∩ E ̸= ∅, and M ⊂ G so G ∩ (∆ \ E) ̸= ∅. But f
is island-free, so G is connected and therefore ME intersects the boundary of E
relative to ∆. □

4.3. Fibred optimisers. We now solve a few useful global minimisation problems,
and also see how these minimisation problems encode the Assouad dimension of
the Gatzouras–Lalley carpet K.

For t ∈ R, write

(4.2) g(t) = min
w∈P

{
tχ2(w)− [H(w)−H(η(w))]

χ1(w)

}
.

We first prove in Proposition 4.7 that this definition of g(t) coincides with the
alternative definition given in (2.1). Moreover, we will give an explicit description
of the set of minimisers.

For each j ∈ η(I), recall the definition of ψj from the introduction:

ψj(t) =
log
∑

i∈η−1(j) b
t
i

log aj
.
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Equivalently, for each i ∈ η−1(j),

(4.3)
bti∑

ℓ∈η−1(j) b
t
ℓ

= a
−ψj(t)

j bti.

Therefore given p ∈ η(P), we may define a probability vector

z(t,p) :=
(
pη(i) · a

−ψη(i)(t)

η(i) bti

)
i∈I

.

The reason for introducing z(t,p) will become clear below.
We also recall the definition of the Kullback–Leibler divergence of two probability

vectors w and v as

DKL(w ∥v) =
∑
i∈I

wi log

(
wi
vi

)
,

where we set 0 log(0/vi) = 0 regardless of the value of vi. In general, DKL(w ∥v) ≥
0 with equality if and only if w = v.

Finally, we introduce some notation to denote the set of minimisers for g(t).
For each t ∈ R, let

J (t) =
{
j ∈ η(I) : ψj(t) = min

i∈η(I)
ψi(t)

}
.

We then write

R(t) = {p ∈ η(P) : suppp ⊂ J (t)} and Z(t) = {z(t,p) : p ∈ R(t)}.

We now have the following formula for the function g(t).

Proposition 4.7. For each t ∈ R, using the definition of g(t) from (4.2), we have

g(t) = min{ψj(t) : j ∈ η(I)}.

Moreover, the set of minimising vectors{
w ∈ P :

tχ2(w)− [H(w)−H(η(w))]

χ1(w)
= g(t)

}
= Z(t).

Proof. Suppose w ∈ P is arbitrary and let η(w) = p. We then compute

0 ≤ DKL(w ∥ z(t,p))

=
∑
j∈η(I)

∑
i∈η−1(j)

wi log
(
wip

−1
j a

ψj(t)

j b−ti

)
= −H(w) +H(η(w)) +

∑
j∈η(I)

pjψj(t) log aj + tχ2(w).

Rearranging, we obtain that

tχ2(w)− [H(w)−H(η(w))]

χ1(w)
≥

−
∑

j∈η(I) pjψj(t) log aj

χ1(w)
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≥ min{ψj(t) : j ∈ η(I)}.

Observe that the second equality holds if and only if p ∈ R(t). Moreover, for all
p ∈ η(P), the first equality holds if and only if w = z(t,p). Thus the desired result
follows. □

To conclude this section, we show how the function g(t) encodes the Assouad
dimension. Recall from the introduction that for j ∈ η(I), sj is the unique solution
to the equation ∑

i∈η−1(j)

b
sj
i = 1.

Moreover, we recall the definition of tmax, which by the main result of [Mac11]
satisfies

tmax = max
j∈η(I)

sj = dimAK − dimB η(K).

It turns out that tmax is precisely the unique zero of g.

Lemma 4.8. We have

max
w∈P

{
H(w)−H(η(w))

χ2(w)

}
= tmax.

Moreover, tmax is the unique zero of g and the set of maximising probability vectors is
Z(tmax).

Proof. Write

Rmax =
{
p ∈ η(P) : suppp ⊂ {j ∈ η(I) : sj = tmax}

}
.

Now suppose w ∈ P is arbitrary. Write p = η(w) and v =
(
pη(i)b

sη(i)
i

)
i∈I . Then

0 ≤ DKL(w ∥v)

=
∑
j∈η(I)

∑
i∈η−1(j)

wi log(wip
−1
j b

−sj
i )

= −H(w) +H(η(w))−
∑
j∈η(I)

sj
∑

i∈η−1(j)

wi log bi

≤ −H(w) +H(η(w)) + tmaxχ2(w).

The second inequality is an equality if and only if suppp ⊂ Rmax, in which
case the first inequality is an equality if and only if w = v. But if w = v (and
suppp ⊂ Rmax), then w = z(tmax,p) by the definition of v.

We have shown that

tmaxχ2(w)− [H(w)−H(η(w))]

χ1(w)
≥ 0
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with equality if and only if w = z(tmax,p) for some p ∈ Rmax. But this is precisely
the same minimisation as the definition of g(tmax), so the set of maximising prob-
ability vectors must be Z(tmax) by Proposition 4.7. (Alternatively, observe that
Rmax = R(tmax).)

To see that tmax is unique with this property, since the left and right derivatives
of g(t) lie in the compact interval Γ(P) ⊂ (1,∞) (see Remark 4.2), it follows that
g(t) is strictly increasing. □

4.4. Solving the variational formula. Finally, we can establish an explicit formula
for the Assouad spectrum of K by solving the maximisation process underlying
the variational formula. This proof can be subdivided effectively into three parts:

1. First, solve the unconstrained maximisation problems corresponding to
the functions fthick and fthin and determine the values of θ for which the
respective unconstrained and constrained maxima agree (this is Lemma 4.9).

2. Next, recalling that fthick = fthin on ∆thick(θ) ∩∆thin(θ), solve the correspond-
ing boundary maximisation (this is Lemma 4.10).

3. Finally, using island-freeness and Lemma 4.6, reduce the general maximisa-
tion to the above cases.

With this outline in mind, we begin the proof.
Recall that we defined

θmin = ϕ−1
(
∂+g(tmin)

)
and θmax = ϕ−1

(
∂−g(tmax)

)
,

and recall the definitions of ∆thin(θ) and ∆thick(θ) from (3.2). We begin by ap-
plying the results from §4.3 to solve the unconstrained maximisation problems
corresponding to fthick and fthin.

Lemma 4.9. Let θ ∈ (0, 1) be arbitrary. Given t ∈ R, let Pt : R → R∪{−∞} denote
the function defined by Pt(t) = g(t) and Pt(x) = −∞ for x ̸= t.

(i) We have

max
(v,w)∈P×P

fthin(θ,v,w) = dimAK = dimB η(K) +
P ∗
tmax

(ϕ(θ))

ϕ(θ)

and the set of probability vectors for which the maximum is attained is given by

Ethin := P × Z(tmax).

In particular, Ethin ∩∆thin(θ) ̸= ∅ if and only if θ ≥ θmax.
(ii) We have

max
(v,w)∈P×P

fthick(θ,v,w) = dimBK − g(tmin)

ϕ(θ)
= dimB η(K) +

P ∗
tmin

(ϕ(θ))

ϕ(θ)
,

and the set of probability vectors for which the maximum is attained is given by

Ethick := Γ−1(κmax)×Z(tmin).

In particular, Ethick ∩∆thick(θ) ̸= ∅ if and only if θ ≤ θmin.
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Proof. To see (i), by inspecting the definition of fthin, the first equality and
the formula for Ethin are immediate consequences of Lemma 4.8, recalling that
dimAK = tmax + dimB η(K). To see the second equality, since ϕ(θ) ∈ ∂Ptmax(tmax)
and since Ptmax(tmax) = 0 by Lemma 4.8,

dimB η(K) +
P ∗
tmax

(ϕ(θ))

ϕ(θ)
= dimB η(K) +

tmax · ϕ(θ)− Ptmax(tmax)

ϕ(θ)
= dimAK

by the definition of tmax. Finally, recalling that θmax is defined from (2.2) and using
Proposition 4.7 and Lemma 4.1 (i),

max
w∈Z(tmax)

Γ(w) = ∂−g(tmax) = ϕ(θmax).

Recall that ϕ(θ) = infv∈P ϕ(θ,v), and ϕ is decreasing in θ. Therefore Ethin ∩
∆thin(θ) ̸= ∅ if and only if θ ≥ θmax.

To see (ii), the maximisation in v is clearly attained by any v which is supported
on indices for which the logarithmic eccentricity Γ is as large as possible. The
first equality and the formula for Ethick then follows from Proposition 4.7 since
the remaining term in fthick(θ,v,w) is precisely the negative of the reciprocal
of the objective function defining g(tmin). To see the second inequality, since
ϕ(θ) ∈ ∂Ptmin

(tmin),

Ptmin
(tmin) + P ∗

tmin
(ϕ(θ)) = tmin · ϕ(θ).

But recall that tmin = dimBK − dimB η(K), so rearranging gives

dimB η(K) +
P ∗
tmin

(ϕ(θ))

ϕ(θ)
= dimBK − g(tmin)

ϕ(θ)

as claimed. Finally, let (v,w) ∈ Γ−1(κmax)×Z(tmin) be arbitrary. By Proposition 4.7
and Lemma 4.1 (i),

min
w∈Z(tmin)

Γ(w) = ∂+g(tmin) = ϕ(θmin).

Now, ϕ(θ,v) = ϕ(θ), so Ethick ∩∆thick(θ) ̸= ∅ if and only if θ ≤ θmin. □

Next, we solve the maximisation problem constrained to the boundary. For
notational simplicity, we write

∆(θ) = ∆thin(θ) ∩∆thick(θ).

This is the topological boundary of ∆thin(θ) and ∆thick(θ) (relative to P × P). We
also recall that f = fthin = fthick on ∆(θ).

Lemma 4.10. Suppose (v,w) ∈ ∆(θ). If θ < θmax, then

max
(v,w)∈∆(θ)

f(θ,v,w) = max
(v,w)∈∆thin(θ)

fthin(θ,v,w)

= dimB η(K) +
g∗(ϕ(θ))

ϕ(θ)
.
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Proof. In order to prove the desired formula on the boundary, first introduce
the auxiliary function

F (α) = max
w∈P

{
H(w)−H(η(w))

χ1(w)
: Γ(w) = α

}
.

Note that F (α) is the constrained optimisation problem corresponding to the un-
constrained problem g(t). Moreover, by Proposition 4.7, the minimisation defining
g(t) is attained precisely on the set Z(t), which is a connected set. (Alternatively,
connectedness of the set of minimisers can be indirectly observed since the neg-
ative of the objective function defining g(t) is island-free by Lemma 4.4.) Thus
applying Lemma 4.1 (ii), F (α) = g∗(α) for all α ∈ Γ(Z(t)).

We now obtain the desired bounds. First,

max
(v,w)∈∆(θ)

f(θ,v,w)− dimB η(K)

≤ max
(v,w)∈∆thin(θ)

fthin(θ,v,w)− dimB η(K)

= max
(v,w)∈P×P

{
H(w)−H(η(w))

χ2(w)
: Γ(w) ≥ ϕ(θ,v)

}
≤ max

w∈P

{
H(w)−H(η(w))

χ2(w)
: Γ(w) ≥ ϕ(θ)

}
(4.4)

since infv∈P ϕ(θ,v) = ϕ(θ). Now recalling Lemma 4.9 (i), the unconstrained opti-
misation

max
w∈P

{
H(w)−H(η(w))

χ2(w)

}
is attained precisely on the set Z(tmax) and, since θ < θmax, Γ(w) < ϕ(θ) for all
w ∈ Z(tmax). Thus by Lemma 4.6 (island-freeness again follows by Lemma 4.4),
the maximisation is attained on the boundary {w ∈ P : Γ(w) = ϕ(θ)}. But

Γ−1(κmax)× {w ∈ P : Γ(w) = ϕ(θ)} ⊂ ∆(θ),

so in fact there is equality throughout (4.4) and

max
(v,w)∈∆(θ)

f(θ,v,w)− dimB η(K)

= max
w∈P

{
H(w)−H(η(w))

χ2(w)
: Γ(w) = ϕ(θ)

}
= max

w∈P

{
1

ϕ(θ)
· H(w)−H(η(w))

χ1(w)
: Γ(w) = ϕ(θ)

}
=
F (ϕ(θ))

ϕ(θ)
.

In the second equality, we used the substitution χ2(w) = Γ(w)χ1(w). Recalling
that F (ϕ(θ)) = g∗(ϕ(θ)) yields the claimed formula. □
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We can finally complete the proof of our main result.

Restatement (of Theorem A). Let K be a Gatzouras–Lalley carpet and let

τ(t) =

{
g(t) : t ∈ [tmin, tmax]

−∞ : otherwise.

Then for all θ ∈ (0, 1),

dimθ
AK = dimB η(K) +

τ ∗(ϕ(θ))

ϕ(θ)
.

Proof. Let 0 < θ < 1. Recall that fthin and fthick are island-free by Corollary 4.5.
Moreover, recall from Theorem 3.1 that

dimθ
AK = max

(v,w)∈P×P
f(θ,v,w)

where f = fthin on ∆thin(θ) and f = fthick on ∆thick(θ).
If θ ≤ θmin, then by Lemma 4.9, fthin does not attain its global maximum but

fthick does. Therefore by Lemma 4.6 as well as the formula in Lemma 4.9 (ii),

max
(v,w)∈∆thick(θ)

fthick(θ,v,w) = dimB η(K) +
τ ∗(ϕ(θ))

ϕ(θ)
≥ max

(v,w)∈∆thin(θ)
fthin(θ,v,w)

yielding the desired formula. The analogous argument provides the result for
θ ≥ θmax.

Otherwise, suppose θmin < θ < θmax. By Lemma 4.9, the unconstrained maxima
are not attained for either fthin or fthick. Therefore by Lemma 4.6,

dimθ
AK = max

(v,w)∈∆(θ)
f(θ,v,w) = dimB η(K) +

τ ∗(ϕ(θ))

ϕ(θ)
,

where in the last equality we applied Lemma 4.10 and used the fact that θmin <
θ < θmax so g∗(ϕ(θ)) = τ ∗(ϕ(θ)). □

Remark 4.11. The choice of v0 to maximise f(θ,v0,w) does not depend on the
choice of θ; we can simply take v0 to be any probability vector fully supported on
the indices i for which (log bi)/(log ai) = κmax. This is the reason for the appearance
of κmax in the parameter change ϕ(θ).

The dependence of w on θ is more complex. If θ is such that ϕ(θ) = ∂+g(t(θ))
(resp. ∂−g(θ)) for some value t(θ) ∈ (tmin, tmax), then η(z(θ)) can be taken to be
supported on a single column. In this case, by the formula for the optimisation
given in Proposition 4.7, z(θ) can be given more explicitly as z(θ) = z(t(θ), δj),
where δj is the probability vector fully supported on a column satisfying g(t) =
ψj(t) for some ε > 0 and t ∈ (t(θ), t(θ) + ε) (resp. (t(θ) − ε, t(θ))). Otherwise, if
θ < θmin or θ > θmax, then by Lemma 4.9 we can again take z(θ) to be an explicit
vector supported on a single column. Finally, if ∂g−(t(θ)) < ϕ(θ) < ∂g+(t(θ)) for
some t(θ), then z(θ) can be taken to be a convex combination of the optimising
vectors corresponding to ∂g−(t(θ)) and ∂g+(t(θ)), so η(z(θ)) can be taken to be
supported on at most two columns.
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[Bar07] K. Barański. Hausdorff dimension of the limit sets of some planar geometric
constructions. Adv. Math. 210 (2007), 215–245. zbl:1116.28008.

[BF11] J. Barral and D.-J. Feng. Non-uniqueness of ergodic measures with full
Hausdorff dimensions on a Gatzouras–Lalley carpet. Nonlinearity 24 (2011),
2563–2567. zbl:1228.37025.

[Bed84] T. Bedford. Crinkly curves, Markov partitions and box dimensions. PhD thesis.
University of Warwick, 1984.

[BRRS25+] D. Beltran, J. Roos, A. Rutar, and A. Seeger. A fractal local smoothing
problem for the wave equation. Preprint. arxiv:2501.12805.

[BFF22] S. A. Burrell, K. J. Falconer, and J. M. Fraser. The fractal structure of elliptical
polynomial spirals. Monatsh. Math. 199 (2022), 1–22. zbl:1510.28006.

[CT23] E. K. Chrontsios Garitsis and J. T. Tyson. Quasiconformal distortion of the
Assouad spectrum and classification of polynomial spirals. Bull. Lond. Math.
Soc. 55 (2023), 282–307. zbmath:07731255.

[CT06] T. M. Cover and J. A. Thomas. Elements of information theory. Hoboken, NJ:
John Wiley & Sons, 2006. zbl:1140.94001.

[DS17] T. Das and D. Simmons. The Hausdorff and dynamical dimensions of
self-affine sponges: a dimension gap result. Invent. Math. 210 (2017), 85–134.
zbl:1387.37026.

[DZ10] A. Dembo and O. Zeitouni. Large deviations techniques and applications.
Vol. 38. Stoch. Model. Appl. Probab. Berlin: Springer, 2010.
zbl:1177.60035.

[Fra14] J. M. Fraser. Assouad type dimensions and homogeneity of fractals. Trans. Am.
Math. Soc. 366 (2014), 6687–6733. zbl:1305.28021.

https://zbmath.org/0396.46035
https://doi.org/10.1088/1361-6544/ad2864
https://arxiv.org/abs/2111.05625
https://zbmath.org/1116.28008
https://zbmath.org/1228.37025
https://arxiv.org/abs/2501.12805
https://zbmath.org/1510.28006
https://zbmath.org/07731255
https://zbmath.org/1140.94001
https://zbmath.org/1387.37026
https://zbmath.org/1177.60035
https://zbmath.org/1305.28021


42 Banaji, Fraser, Kolossváry, & Rutar

[Fra20] J. M. Fraser. Assouad dimension and fractal geometry. Vol. 222. Cambridge:
Cambridge University Press, 2020. zbl:1467.28001.

[FHH+19] J. M. Fraser, K. E. Hare, K. G. Hare, S. Troscheit, and H. Yu. The Assouad
spectrum and the quasi-Assouad dimension: a tale of two spectra. Ann. Acad.
Sci. Fenn., Math. 44 (2019), 379–387. zbl:1410.28008.

[FR24] J. M. Fraser and A. Rutar. Assouad-type dimensions of overlapping self-affine
sets. Annales Fennici Mathematici 49 (2024).
doi:10.54330/afm.142535.

[FS22+] J. M. Fraser and L. Stuart. Assouad type dimensions of parabolic Julia sets.
Preprint. arxiv:2203.04943.

[FS23] J. M. Fraser and L. Stuart. The Assouad spectrum of Kleinian limit sets and
Patterson–Sullivan measure. Geom. Dedicata 217 (2023), 32.
zbl:1520.28005.

[FY18a] J. M. Fraser and H. Yu. Assouad-type spectra for some fractal families. Indiana
Univ. Math. J. 67 (2018), 2005–2043. zbl:1407.28002.

[FY18b] J. M. Fraser and H. Yu. New dimension spectra: finer information on scaling
and homogeneity. Adv. Math. 329 (2018), 273–328. zbl:1390.28019.

[Fur70] H. Furstenberg. Intersections of Cantor sets and transversality of semi-groups.
In: “Problems in Analysis”. Vol. 31. Princeton University Press, 1970,
41–59. zbl:0208.32203.

[Fur08] H. Furstenberg. Ergodic fractal measures and dimension conservation. Ergodic
Theory Dyn. Syst. 28 (2008), 405–422. zbl:1154.37322.

[HRWX21+] L.-y. Huang, H. Rao, Z. Wen, and Y.-l. Xu. Box-counting measure of metric
spaces. Preprint. arxiv:2111.00752.

[Hut81] J. E. Hutchinson. Fractals and self similarity. Indiana Univ. Math. J. 30
(1981), 713–747. zbl:0598.28011.

[KOR17] A. Käenmäki, T. Ojala, and E. Rossi. Rigidity of Quasisymmetric Mappings
on Self-affine Carpets. International Mathematics Research Notices 2018
(2017), 3769–3799. doi:10.1093/imrn/rnw336.

[KR23+] A. Käenmäki and A. Rutar. Tangents of invariant sets. Preprint.
arxiv:2309.11971.

[Kol23] I. Kolossváry. The Lq spectrum of self-affine measures on sponges. J. Lond.
Math. Soc., II. Ser. 108 (2023), 666–701. zbmath:07731132.

[LG92] S. P. Lalley and D. Gatzouras. Hausdorff and box dimensions of certain
self-affine fractals. Indiana Univ. Math. J. 41 (1992), 533–568.
zbl:0757.28011.

[LX16] F. Lü and L.-F. Xi. Quasi-Assouad dimension of fractals. J. Fractal Geom. 3
(2016), 187–215. zbl:1345.28019.

[Mac11] J. M. Mackay. Assouad dimension of self-affine carpets. Conform. Geom. Dyn.
15 (2011), 177–187. zbl:1278.37032.

[MT10] J. M. Mackay and J. T. Tyson. Conformal dimension. Theory and application.
Vol. 54. 2010. zbl:1201.30002.

https://zbmath.org/1467.28001
https://zbmath.org/1410.28008
https://doi.org/10.54330/afm.142535
https://arxiv.org/abs/2203.04943
https://zbmath.org/1520.28005
https://zbmath.org/1407.28002
https://zbmath.org/1390.28019
https://zbmath.org/0208.32203
https://zbmath.org/1154.37322
https://arxiv.org/abs/2111.00752
https://zbmath.org/0598.28011
https://doi.org/10.1093/imrn/rnw336
https://arxiv.org/abs/2309.11971
https://zbmath.org/07731132
https://zbmath.org/0757.28011
https://zbmath.org/1345.28019
https://zbmath.org/1278.37032
https://zbmath.org/1201.30002


ASSOUAD SPECTRUM OF CARPETS 43

[McM84] C. McMullen. The Hausdorff dimension of general Sierpiński carpets. Nagoya
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