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#### Abstract

We study the fine local scaling properties of a class of selfaffine fractal sets called Gatzouras-Lalley carpets. More precisely, we establish a formula for the Assouad spectrum of all Gatzouras-Lalley carpets as the concave conjugate of an explicit piecewise-analytic function combined with a simple parameter change. Our formula implies a number of novel properties for the Assouad spectrum not previously observed for dynamically invariant sets; in particular, the Assouad spectrum can be a non-trivial differentiable function on the entire domain $(0,1)$ and can be strictly concave on open intervals. Our proof introduces a general framework for covering arguments using techniques developed in the context of multifractal analysis, including the method of types from large deviations theory and Lagrange duality from optimisation theory.
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## 1. Introduction

1.1. Overview. The Assouad dimension is a notion of dimension which captures the worst-case exponential scaling of a set at all locations and between all pairs of scales. The origin of this concept can be found in the work of Assouad [Ass77] in his study of bi-Lipschitz embeddability of metric spaces in Euclidean space. This dimension was also implicit in earlier work of Furstenberg [Fur70; Fur08], though in a different form as the star dimension only recently to be shown to be equivalent [KOR17]. Especially over the past few decades, the Assouad dimension has received a large amount of attention from a variety of perspectives; we refer the reader to the books [Fra20; MT10; Rob11] and the many references cited therein.

One downside of the Assouad dimension, however, is that it ignores any intermediate scaling properties of a set. At perhaps the other extreme, the more familiar notion of the box dimension captures the average scaling while ignoring any exceptional scaling on small parts of the set. In order to balance these two features in a meaningful way, Fraser \& Yu introduced the Assouad spectrum [FY18b], which is a continuously parameterised family of dimensions bounded below by the upper box dimension and above by the Assouad dimension. More precisely, the Assouad spectrum of a compact set $K \subset \mathbb{R}^{d}$ at $\theta \in(0,1)$ is defined by

$$
\begin{aligned}
& \operatorname{dim}_{\mathrm{A}}^{\theta} K=\inf \{\alpha:(\exists C>0)(\forall 0<R<1)(\forall x \in K) \\
&\left.N_{R^{1 / \theta}}(B(x, R) \cap K) \leq C\left(\frac{R}{R^{1 / \theta}}\right)^{\alpha}\right\} .
\end{aligned}
$$

Here, for a general set $E \subset \mathbb{R}^{d}$ and $r>0, N_{r}(E)$ denotes the smallest number of balls $B(x, r)$ with $x \in E$ required to cover the set $E$. As $\theta$ converges to $0, \operatorname{dim}_{\mathrm{A}}^{\theta} K$ converges to the upper box dimension of $K$, and as $\theta$ converges to $1, \operatorname{dim}_{\mathrm{A}}^{\theta} K$ converges to the quasi-Assouad dimension of Lü \& Xi [LX16], as proven in [FHH+19]. In general, the quasi-Assouad dimension and Assouad dimension need not agree, though they do coincide for the sets under consideration in this document.

Beyond being a useful bi-Lipschitz invariant, the Assouad spectrum has also played an important role in applications: for instance, it plays a key role in the


Figure 1. Generating maps and attractor associated with a GatzourasLalley IFS.
study of $L^{p}$-improving properties of spherical maximal operators with restricted dilation sets [RS23], and was used to prove sharp quasiconformal distortion estimates for polynomial spirals [CT22].

The Assouad spectrum has been explicitly computed for a wide variety of well-studied dynamical sets with distinct box and Assouad dimensions, such as some overlapping self-similar sets and self-affine sets [FR24; FY18a], BedfordMcMullen carpets [FY18a], certain Kleinian limit sets [FS23], parabolic Julia sets [FS22+], elliptical polynomial spirals [BFF22], and random sets such as Mandelbrot percolation [FY18a]. In all of these examples, the Assouad spectrum has a very particular form: it is piecewise convex, with pieces of the form $\theta \mapsto a+b$. $\frac{\theta}{1-\theta}$ for some $a, b \in \mathbb{R}$, and with points of non-differentiability corresponding to certain "geometrically meaningful" values. The Assouad spectrum has also been computed for certain infinitely generated self-conformal sets, where more complicated forms can appear based on the fine structure of the set of fixed points (which may be prescribed in a non-dynamical way) [BF22+].

On the other hand, a characterisation of the possible forms of the Assouad spectrum is known: a general function $h(\theta)$ can be the Assouad spectrum of a set $E \subset \mathbb{R}^{d}$ if and only if $h$ satisfies a simple and explicit functional equation [Rut22+]. This functional equation is very flexible and in particular a wide variety of behaviour for the Assouad spectrum is possible in general.

In this paper we focus on the problem of computing the Assouad spectrum for a particular class of self-affine sets, namely the Gatzouras-Lalley carpets first introduced in [LG92]. These generalise the well-studied Bedford-McMullen carpets, which were introduced in [Bed84] and [McM84]. The precise definition of the class of Gatzouras-Lalley carpets is deferred to §1.2, but a depiction of the rectangles representing the generating maps and the corresponding attractor for a specific example in this class is given in Figure 1. Roughly speaking, the difference between Bedford-McMullen and Gatzouras-Lalley carpets is that all rectangles for a Bedford-McMullen carpet have the same widths and heights, while GatzourasLalley carpets allow inhomogeneity across the widths of columns and also of the
heights of rectangles within columns. However, we emphasize that the difference between Bedford-McMullen carpets and Gatzouras-Lalley carpets is more than just technical. For instance, it is known that Gatzouras-Lalley carpets need not have a unique measure of maximal dimension [BF11]. More famously, the simplest known example of a self-affine set with no ergodic measure of maximal dimension is defined using a 3-dimensional analogue of the Gatzouras-Lalley construction [DS17]. These features are not exhibited by Bedford-McMullen sponges in any dimension.

Our main contribution is to establish an explicit formula for the Assouad spectrum of a Gatzouras-Lalley carpet as the concave conjugate of the minimum of a finite family of elementary functions combined with a simple parameter changesee Theorem A for the precise statement. We observe novel and unexpected behaviour which has not been previously witnessed in any dynamically-invariant examples. More precisely, we obtain the following direct qualitative consequences of our explicit formula:

1. The Assouad spectrum can be a non-trivial differentiable function of $\theta$. In fact, we give a simple characterisation of differentiability, and observe that non-differentiability is generic (both topologically and measure theoretically) within the parameter space of Gatzouras-Lalley carpets-see Corollary C.
2. The Assouad spectrum can have a non-trivial interval on which it is strictly concave. Again, this property holds generically-see Corollary D
3. The Assouad spectrum is increasing and piecewise analytic, but with potentially arbitrarily many phase transitions and phase transitions of arbitrarily high odd order-see Remark 2.3.
These properties are direct consequences of the explicit formula, and their proofs can be found in $\S 2$. The proof of the explicit formula constitutes the majority of the work in this paper.

In contrast to the Bedford-McMullen case (for which the derivation of the Assouad spectrum is, generally speaking, straightforward), the Gatzouras-Lalley case has substantially more technical complications as a result of the inhomogeneity between columns and within each column. Our proof of the general formula uses recent techniques developed in the context of multifractal analysis, which we highlight here. First, in §3 we establish a general variational formula for the Assouad spectrum as a certain constrained maximisation problem involving informationtheoretic quantities evaluated at Bernoulli measures. A key tool here is the method of types from large deviations theory, which was used in [Kol23] to compute the $L^{q}$-spectrum of self-affine sponges and in [BK21+] to calculate the intermediate dimensions of Bedford-McMullen carpets. The explicit covering arguments build on and refine the fine covering strategies for self-affine carpets used in [Fra14; KR23+; Mac11]. Secondly, in $\S 4$ we solve this variational formula to obtain our explicit formula. The main complexity here is that the variational formula is a non-smooth and non-convex optimisation problem. Our key technique here is the geometry of Lagrange duality, which was used in [Rut23+] in order to elucidate the concave conjugate relationship apparent in the multifractal formalism.

We believe that these techniques will provide a general framework to handle coarse covering arguments in many settings beyond those considered in this paper.
1.2. Gatzouras-Lalley carpets and dimensions. Before we state our main results, we formally define Gatzouras-Lalley carpets and recall the known formulae for the box and Assouad dimensions.

Fix a finite index set $\mathcal{I}$ and for each $i \in \mathcal{I}$ fix constants $0<b_{i}<a_{i}<1$ and $c_{i}, d_{i} \in \mathbb{R}$. Consider the diagonal self-affine iterated function system (IFS) $\left\{T_{i}\right\}_{i \in \mathcal{I}}$ where $T_{i}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is given by

$$
\begin{equation*}
T_{i}(x, y)=\left(a_{i} x+c_{i}, b_{i} y+d_{i}\right) . \tag{1.1}
\end{equation*}
$$

By Hutchinson's application of the contraction mapping principle [Hut81], the IFS $\left\{T_{i}\right\}_{i \in \mathcal{I}}$ has a unique non-empty compact attractor $K$, which satisfies

$$
K=\bigcup_{i \in \mathcal{I}} T_{i}(K) .
$$

Now, let $\eta: \mathbb{R}^{2} \rightarrow \mathbb{R}$ denote the orthogonal projection onto the first coordinate, that is $\eta(x, y)=x$. For each $i \in \mathcal{I}$, we define the projected map $S_{i}$ as the unique homothety which satisfies $\eta \circ T_{i}=S_{i} \circ \eta$, or equivalently $S_{i}(x)=a_{i} x+c_{i}$. Thus $\eta$ induces a map $\eta: \mathcal{I} \rightarrow \eta(\mathcal{I})$ taking each $i \in \mathcal{I}$ to the equivalence class $\eta(i)=\{j \in$ $\left.\mathcal{I}: S_{j}=S_{i}\right\}$, which we refer to as the column containing index $i$. By convention, we will refer to elements of $\mathcal{I}$ using index letters (such as $i, j$ ) and to elements of $\eta(\mathcal{I})$ using underlined index letters (such as $\underline{i}, \underline{j}$ ). Note that the expressions $S_{\underline{i}}$ and $a_{\underline{i}}$ are well-defined for $\underline{i} \in \eta(\mathcal{I})$.

Recall that an IFS $\left\{F_{i}\right\}_{i \in \mathcal{J}}$ satisfies the open set condition with respect to an open set $U$ if $F_{i}(U) \subset U$ and $F_{i}(U) \cap F_{j}(U)=\varnothing$ for all $i \neq j \in \mathcal{J}$. The following definition concerns the main class of self-affine sets studied in [LG92].
Definition 1.1. We say that the IFS $\left\{T_{i}\right\}_{i \in \mathcal{I}}$ is Gatzouras-Lalley if:
(i) the original IFS $\left\{T_{i}\right\}_{i \in \mathcal{I}}$ satisfies the open set condition with respect to $(0,1)^{2}$, and
(ii) the projected IFS $\left\{S_{\underline{i}}\right\}_{\underline{i} \in \eta(\mathcal{I})}$ satisfies the open set condition with respect to $(0,1)$.

As depicted in Figure 1, the key features of a Gatzouras-Lalley IFS are that the rectangles $T_{i}\left([0,1]^{2}\right)$ cannot overlap except possibly along edges, they lie in columns which themselves cannot overlap except possibly along edges, and the height of each rectangle is strictly less than its width.

Next, we describe known formulae for the box and Assouad dimensions, and in the process introduce some of the notation that will be needed to state the Assouad spectrum formula. We recall that the box dimension of a compact set $K$ is defined to be

$$
\operatorname{dim}_{\mathrm{B}} K=\lim _{r \rightarrow 0} \frac{\log N_{r}(K)}{\log (1 / r)}
$$

when the limit exists, and the Assouad dimension of $F$ is defined as

$$
\begin{gathered}
\operatorname{dim}_{\mathrm{A}} K=\inf \{\alpha:(\exists C>0)(\forall 0<r<R<1)(\forall x \in K) \\
\left.N_{r}(B(x, R) \cap K) \leq C\left(\frac{R}{r}\right)^{\alpha}\right\} .
\end{gathered}
$$

Of course, by fixing the upper scale $R$, we observe that $\operatorname{dim}_{\mathrm{B}} K \leq \operatorname{dim}_{\mathrm{A}} K$ in general.

Now, let $K$ be a Gatzouras-Lalley carpet (i.e. the attractor of a Gatzouras-Lalley IFS). First, the projection $\eta(K)$ is the attractor of the projected IFS $\left\{S_{\underline{i}}\right\}_{\underline{i} \in \eta(\mathcal{I})}$, which is a self-similar set satisfying the open set condition, and therefore has box dimension determined by the equation

$$
\sum_{\underline{j} \in \eta(\mathcal{I})} a_{\underline{j}}^{\operatorname{dim}_{\mathrm{B}} \eta(K)}=1
$$

Next, let $t_{\text {min }}$ denote the unique solution to

$$
\sum_{\underline{j} \in \eta(\mathcal{I})} \sum_{i \in \eta^{-1}(\underline{j})} a_{\underline{j}}^{\operatorname{dim}_{\mathrm{B}} \eta(K)} b_{i}^{t_{\min }}=1 .
$$

We denote this quantity by $t_{\text {min }}$ because of the usage in (1.2) below. We interpret $t_{\text {min }}$ as the "average" column dimension, weighted appropriately using the column widths $a_{j}$. Then the box dimension of $K$ was calculated in [LG92, Theorem 2.4] as

$$
\operatorname{dim}_{\mathrm{B}} K=\operatorname{dim}_{\mathrm{B}} \eta(K)+t_{\min } .
$$

Finally, for each $\underline{j} \in \eta(\mathcal{I})$, define $s_{\underline{j}}$ and $t_{\max }$ by the rules

$$
\sum_{i \in \eta^{-1}(\underline{j})} b_{i}^{s_{j}^{j}}=1 \quad \text { and } \quad t_{\max }=\max _{\underline{j} \in \eta(\mathcal{I})} s_{\underline{j}} .
$$

In other words, $s_{\underline{j}}$ is the dimension of the attractor of the IFS consisting only of the maps in column $\underline{j}$, and $t_{\text {max }}$ is the maximal column dimension. Then it was proven in [Mac11] that

$$
\operatorname{dim}_{\mathrm{A}} K=\operatorname{dim}_{\mathrm{B}} \eta(K)+t_{\mathrm{max}} .
$$

We observe that

$$
0 \leq \min _{\underline{j} \in \eta(\mathcal{I})} s_{\underline{j}} \leq t_{\min } \leq \max _{\underline{j} \in \eta(\mathcal{I})} s_{\underline{j}}=t_{\max } \leq 1 .
$$

Moreover, if either the second or third inequalities are equalities, all notions of dimension for $K$ under consideration in this paper coincide (in fact, $K$ is AhlforsDavid regular).
1.3. Main formula. We now our explicit formula for the Assouad spectrum of a Gatzouras-Lalley carpet.

First, for $\underline{j} \in \eta(\mathcal{I})$ and $t \in \mathbb{R}$, define

$$
\psi_{\underline{j}}(t)=\frac{\log \sum_{i \in \eta^{-1}(\underline{j})} b_{i}^{t}}{\log a_{\underline{j}}}
$$

Note that $\psi_{j}$ is strictly increasing and concave with unique zero $s_{\underline{j}}$. The Assouad spectrum of $K$ will be described in terms of the function

$$
\tau(t)= \begin{cases}\min _{\underline{j} \in \eta(\mathcal{I})} \psi_{\underline{j}}(t) & : t \in\left[t_{\min }, t_{\max }\right]  \tag{1.2}\\ -\infty & : \text { otherwise }\end{cases}
$$

Observe that $\tau$ is strictly increasing on $\left[t_{\min }, t_{\max }\right]$ and $\tau\left(t_{\max }\right)=0$ is the unique zero of $\tau$, with $\tau(t)<0$ for $t_{\min } \leq t<t_{\max }$. Moreover, $\tau$ is a minimum of concave functions, and is therefore concave. We denote its concave conjugate by

$$
\tau^{*}(\alpha)=\inf _{t \in \mathbb{R}}(t \alpha-\tau(t))
$$

Finally, define the parameter change

$$
\phi(\theta)=\frac{1 / \theta-1}{1-1 / \kappa_{\max }} \quad \text { where } \quad \kappa_{\max }=\max _{i \in \mathcal{I}} \frac{\log b_{i}}{\log a_{i}}
$$

Our main result is the following formula for the Assouad spectrum of a GatzourasLalley carpet.

Theorem A. Let $\left\{T_{i}\right\}_{i \in \mathcal{I}}$ be a Gatzouras-Lalley IFS with attractor $K$. Then for all $\theta \in(0,1)$,

$$
\operatorname{dim}_{\mathrm{A}}^{\theta} K=\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{\tau^{*}(\phi(\theta))}{\phi(\theta)} .
$$

In $\S 2$, we derive a more transparent formula for the Assouad spectrum, and deduce many interesting qualitative features of the spectrum from it. The proof of Theorem A is subsequently given in $\S 3$ and $\S 4$
1.4. Notation. We will find it useful to use various forms of asymptotic notation. Given functions $f, g: A \rightarrow \mathbb{R}$, we write $f \lesssim g$ if there is a constant $C>0$ such that $f(a) \leq C g(a)$ for all $a \in A$. We write $f \approx g$ if $f \lesssim g$ and $f \gtrsim g$. We will also use Landau's $O$ notation: we say that $f=O(g)$ if there is a constant $C>0$ so that $|f(a)| \leq C|g(a)|$ for all $a \in A$. The constants in the asymptotic notation will always be allowed to implicitly depend on the underlying IFS and a fixed parameter $\theta \in(0,1)$. Any other dependence will be explicitly indicated by a subscript, such as $\lesssim_{\varepsilon}$ or $O_{\varepsilon}$.

## 2. CONSEQUENCES OF THE MAIN FORMULA

Throughout this section, we recall the notation introduced in $\S 1$, in particular the notation used in the statement of Theorem A.
2.1. An alternative formula for the Assouad spectrum. We begin by introducing some notation to decompose the function $\tau$ in a meaningful way.

First, we distinguish a particular type of column.

Definition 2.1. We say that a column $\underline{j} \in \eta(\mathcal{I})$ is homogeneous if there is a $b_{\underline{j}}$ so that $b_{i}=b_{\underline{j}}$ for all $i \in \eta^{-1}(\underline{j})$.
For example, when $K$ is a Bedford-McMullen carpet, every column is homogeneous.

Homogeneity is characterised by the following elementary lemma, the proof of which follows directly from the definition of $\psi_{\underline{j}}$.

Lemma 2.2. A column $\underline{j} \in \eta(\mathcal{I})$ is homogeneous if and only if $\psi_{\underline{j}}$ is affine. Moreover:
(i) If $\psi_{\underline{j}}$ is affine, then

$$
\psi_{\underline{j}}(t)=t \cdot \frac{\log b_{\underline{j}}}{\log a_{\underline{j}}}+\frac{\log \# \eta^{-1}(\underline{j})}{\log a_{\underline{j}}}=\kappa_{\underline{j}} \cdot\left(t-s_{\underline{j}}\right) .
$$

(ii) If $\psi_{\underline{j}}$ is not affine, then it is strictly concave.

Now write

$$
\begin{equation*}
g(t)=\min _{\underline{j} \in \eta(\mathcal{I})} \psi_{\underline{j}}(t) \tag{2.1}
\end{equation*}
$$

which is a minimum of analytic functions (note the close relationship with the function $\tau)$. By analyticity, for all $\underline{i}, \underline{j} \in \eta(\mathcal{I})$, either $\psi_{\underline{i}}=\psi_{j}$ or the set $\{t \in \mathbb{R}$ : $\left.\psi_{\underline{i}}(t)=\psi_{\underline{j}}(t)\right\}$ is finite. Thus there exists a partition

$$
t_{\min }=t_{0}<t_{1}<\cdots<t_{m}=t_{\max }
$$

of the interval $\left[t_{\text {min }}, t_{\text {max }}\right]$, with corresponding parts $I_{n}=\left[t_{n-1}, t_{n}\right]$, such that for each $n \in \mathbb{N}$, there is a $\underline{j}_{n}$ so that

$$
g(t)=\left\{\begin{array}{cl}
\psi_{\underline{j}_{1}}(t) & : t \in I_{1} \\
\vdots & \\
\psi_{\underline{\underline{j}}_{m}}(t) & : t \in I_{m}
\end{array}\right.
$$

and moreover for all $1 \leq n \leq m-1, \psi_{\underline{j}_{n}} \neq \psi_{\underline{\underline{j}}_{n+1}}$. The latter property ensures that the partition $\left(I_{n}\right)_{n=1}^{m}$ is uniquely determined. We refer to this partition as the spectrum partition associated with the IFS $\left\{T_{i}\right\}_{i \in \mathcal{I}}$. We associate with the spectrum partition the following additional information, all of which depends only on the underlying IFS.

1. We say that a part $I_{n}$ is homogeneous if $\underline{j}_{n}$ is homogeneous, and inhomogeneous otherwise.
2. We associate with each part $I_{n}$ the function $g_{n}=\psi_{\underline{j}_{n}}$, which is analytic on the open interval $I_{n}^{\circ}$.
3. We associate with each part $I_{n}=\left[t_{n-1}, t_{n}\right]$ the endpoint derivatives

$$
\begin{equation*}
\theta_{n, \min }=\phi^{-1}\left(g_{n}^{\prime}\left(t_{n-1}\right)\right) \quad \text { and } \quad \theta_{n, \max }=\phi^{-1}\left(g_{n}^{\prime}\left(t_{n}\right)\right) . \tag{2.2}
\end{equation*}
$$

Expanding the definitions of $\phi^{-1}$ and $g$, we may equivalently write

$$
\theta_{n, \min }=\frac{1}{\partial^{+} g\left(t_{n-1}\right) \cdot\left(1-1 / \kappa_{\max }\right)+1} \quad \text { and } \quad \theta_{n, \max }=\frac{1}{\partial^{-} g\left(t_{n}\right) \cdot\left(1-1 / \kappa_{\max }\right)+1}
$$



Figure 2. A depiction of the spectrum partition. The dotted lines are tangents to the function $g=\min \left\{\psi_{\underline{j}_{1}}, \psi_{\underline{j}_{2}}\right\}$ at the points $t_{\min }, t_{1}$, and $t_{\text {max }}$ corresponding to the left and right derivatives, where appropriate. The labels indicate the slopes of the dotted lines.

Here, and elsewhere, for a concave function $f$, we write $\partial^{-} f(x)$ and $\partial^{+} f(x)$ to denote the left and right derivatives of $f$ at $x$ respectively (when they exist), and set $\partial f(x)=\left[\partial^{+} f(x), \partial^{-} f(x)\right]$. In particular,

$$
\theta_{1, \min } \leq \theta_{1, \max } \leq \theta_{2, \min } \leq \cdots \leq \theta_{n, \max }
$$

and moreover $\theta_{n, \min }=\theta_{n, \max }$ if and only if $I_{n}$ is homogeneous. We define $\theta_{\min }=$ $\theta_{1, \min }$ and $\theta_{\text {max }}=\theta_{m, \max }$.

Using this notation, Theorem A yields the following explicit piecewise formula for the Assouad spectrum of $K$. For clarity in the below formula, note that $g$ is strictly increasing with $g\left(t_{\max }\right)=0$. The cases of this formula are depicted in Figure 2.

Corollary A. Fix a Gatzouras-Lalley IFS $\left\{T_{i}\right\}_{i \in \mathcal{I}}$ with spectrum partition $\left(I_{n}\right)_{n=1}^{m}$, and associated data $g_{n}, \theta_{n, \min }$, and $\theta_{n, \max }$ as above. If $\operatorname{dim}_{\mathrm{B}} K=\operatorname{dim}_{\mathrm{A}} K$, then $K$ is AhlforsDavid regular and $\operatorname{dim}_{\mathrm{B}} K=\operatorname{dim}_{\mathrm{A}} K=\operatorname{dim}_{\mathrm{A}}^{\theta} K$ for all $\theta \in(0,1)$.

Otherwise, one of the following conditions holds for each $\theta \in(0,1)$ :
(i) We have $\theta \leq \theta_{\min }$. Then

$$
\operatorname{dim}_{\mathrm{A}}^{\theta} K=\operatorname{dim}_{\mathrm{B}} K-\frac{g\left(t_{\min }\right)}{\phi(\theta)} .
$$

(ii) There is an $n \in\{1, \ldots, m\}$ so that $\theta_{n, \min }<\theta<\theta_{n, \max }$. Then

$$
\operatorname{dim}_{\mathrm{A}}^{\theta} K=\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{g_{n}^{*}(\phi(\theta))}{\phi(\theta)}
$$

(iii) There is an $n \in\{1, \ldots, m-1\}$ so that $\theta_{n, \max } \leq \theta \leq \theta_{n+1, \min }$. Then

$$
\operatorname{dim}_{\mathrm{A}}^{\theta} K=\operatorname{dim}_{\mathrm{B}} \eta(K)+t_{n}-\frac{g_{n}\left(t_{n}\right)}{\phi(\theta)}
$$

(iv) We have $\theta \geq \theta_{\max }$. Then

$$
\operatorname{dim}_{\mathrm{A}}^{\theta} K=\operatorname{dim}_{\mathrm{A}} K .
$$

Moreover,

$$
\theta_{\max }=\inf \left\{\theta \in(0,1): \operatorname{dim}_{\mathrm{A}}^{\theta} K=\operatorname{dim}_{\mathrm{A}} K\right\},
$$

and $\theta_{\min }=\theta_{\max }$ if and only if $m=1$ and $I_{1}$ is homogeneous.
Proof. We recall the definition of $\tau$ and the main result proven in Theorem A. Note that the formulae for $\theta \leq \theta_{\text {min }}$ and $\theta \geq \theta_{\max }$ follow directly by the definition of the concave conjugate applied at the endpoint. Similarly, for $\theta_{\text {min }}<\theta<\theta_{\max }$, the formulae follow directly since

$$
\operatorname{dim}_{\mathrm{A}}^{\theta} K=\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{g^{*}(\phi(\theta))}{\phi(\theta)}
$$

The parts in case (ii) correspond to the interiors of $I_{n}$, in which case $g^{*}$ and $g_{n}^{*}$ agree, and the parts in case (iii) correspond to the points of non-differentiability of $g$, which can only occur on the endpoints between adjacent $I_{n}$. In the latter case, $g^{*}$ is an affine function of $\alpha$ with an explicit formula depending only on the value of $g_{n}$ at $t_{n}$.

Moreover, suppose $\operatorname{dim}_{\mathrm{B}} K \neq \operatorname{dim}_{\mathrm{A}} K$, so that $t_{\text {min }}<t_{\text {max }}$. First, since we recall that $s_{\underline{j}}$ is the unique zero of $\psi_{\underline{j}}$ for all $\underline{j} \in \eta(\mathcal{I})$ and $t_{\text {max }}=\max s_{\underline{j}}$, it follows that $t_{\max }$ is the unique zero of $g$. Thus, for $\bar{\theta}<\theta_{\max }$, let $t$ be such that $\phi(\theta) \in \partial g(t)$, so $t<t_{\text {max }}$ and since $g$ is concave,

$$
g^{*}(\phi(\theta))=g\left(t_{\max }\right)+g^{*}(\phi(\theta))<t_{\max } \phi(\theta) .
$$

Dividing through by $\phi(\theta)$ gives the claim.
It is also clear directly from the definition that $\theta_{\text {min }}=\theta_{\text {max }}$ if and only if $g$ is a affine function on the interval $\left[t_{\text {min }}, t_{\text {max }}\right]$, which occurs if and only if $m=1$ and $I_{1}$ is homogeneous.

We note that the formulae in (i) and (iv) are in fact special cases of (iii) after substituting the respective value of $t_{n}$. In these three cases, expanding the definition of $\phi$, the formula is of the form $a+b \frac{\theta}{1-\theta}$, which has occurred previously as discussed in the introduction. In contrast, case (ii) is novel and very much not of this form. This case occurs only in the presence of an inhomogeneous column.

In case (ii), an implicit formula for the concave conjugate can be obtained from Proposition 4.8 (also see the discussion in Remark 4.12). The spectrum can also be obtained parametrically as a function of $t$ : given a part $I_{n}=\left[t_{n-1}, t_{n}\right]$ with corresponding column function $\psi=\psi_{\underline{j}_{n}}=g_{n}$, the graph of the function


Figure 3. A depiction of decomposition provided by Corollary A. The coloured curves are of the form $\operatorname{dim}_{\mathrm{B}} \eta(K)+g_{i}^{*}(\phi(\theta)) / \phi(\theta)$ for $i=1,2$. The spectrum is differentiable but not twice differentiable at each $\theta_{i, \min }$ and $\theta_{i, \text { max }}$ for $i=1,2$.
$\theta \mapsto \operatorname{dim}_{\mathrm{A}}^{\theta} K$ on $\left(\theta_{n, \min }, \theta_{n, \max }\right)$ is the same as the image of the interval $\left(t_{n-1}, t_{n}\right)$ under the map

$$
\begin{equation*}
t \mapsto\left(\phi^{-1}\left(\psi^{\prime}(t)\right), \operatorname{dim}_{\mathrm{B}} \eta(K)+t-\frac{\psi(t)}{\psi^{\prime}(t)}\right) . \tag{2.3}
\end{equation*}
$$

A graphical depiction of the curve $g(t)$ is given in Figure 2, and the decomposition provided by Corollary A is given in Figure 3. The case $\theta_{\min }=\theta_{\max }$ is satisfied, for example, by every Bedford-McMullen carpet (or more generally by any Gatzouras-Lalley carpet with $\frac{\log b_{i}}{\log a_{i}}$ constant for $i \in \mathcal{I}$ ).

Using this decomposition, we can establish that $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is an increasing function of $K$. Here, we recall that the upper Assouad spectrum is defined by

$$
\begin{gathered}
\overline{\operatorname{dim}}_{\mathrm{A}}^{\theta} K=\inf \left\{\alpha:(\exists C>0)\left(\forall 0<r \leq R^{1 / \theta}<R<1\right)(\forall x \in K)\right. \\
\left.N_{r}(B(x, R) \cap K) \leq C\left(\frac{R}{r}\right)^{\alpha}\right\} .
\end{gathered}
$$

The main result of $[\mathrm{FHH}+19]$ implies that if $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is an increasing function, then $\operatorname{dim}_{\mathrm{A}}^{\theta} K=\overline{\operatorname{dim}}_{\mathrm{A}}^{\theta} K$ for all $\theta \in(0,1)$.

Corollary B. Let $K$ be a Gatzouras-Lalley carpet. Then $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is strictly increasing on $\left(0, \theta_{\max }\right]$ and constant on $\left[\theta_{\max }, 1\right)$. In particular, $\overline{\operatorname{dim}}_{\mathrm{A}}^{\theta} K=\operatorname{dim}_{\mathrm{A}}^{\theta} K$ for all $\theta \in(0,1)$.

Proof. Using the formula in Corollary A, it is clear that $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is strictly increasing on intervals corresponding to cases (i) and (iii). Moreover, $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is constant on (iv) (which corresponds to the case when $\theta \in\left[\theta_{\max }, 1\right)$ ). For the remaining case (ii), fix some $n=1, \ldots, m$, write $\psi=g_{n}$ and let $s$ denote the unique zero of $\psi$. Now let $\theta \in\left(\theta_{n, \min }, \theta_{n, \max }\right)$ be arbitrary and let $\alpha=\phi(\theta)$. Note that $\alpha>0$ and moreover $\alpha>\psi^{\prime}(s)$ since $\psi$ is strictly concave (for otherwise $\theta_{n, \min }=\theta_{n, \max }$ ) with $\psi(s)=0$.

Note that $\psi$ is strictly increasing and strictly concave, so $-\psi^{-1}$ is a well-defined strictly concave function. For notational simplicity, let

$$
\varphi=\left(-\psi^{-1}\right)^{*} \quad \text { and } \quad F(\alpha)=\frac{\psi^{*}(\alpha)}{\alpha} .
$$

In particular, by definition of the concave conjugate, using the change of variable $y=\psi(t)$,

$$
F(\alpha)=\inf _{t \in \mathbb{R}}\left\{t-\frac{\psi(t)}{\alpha}\right\}=\inf _{y \in \mathbb{R}}\left\{y \cdot\left(-\frac{1}{\alpha}\right)-\left(-\psi^{-1}\right)(y)\right\}=\varphi\left(-\frac{1}{\alpha}\right) .
$$

Moreover, $\varphi$ is maximised at

$$
\left(-\psi^{-1}\right)^{\prime}(0)=-\frac{1}{\psi^{\prime}\left(\psi^{-1}(0)\right)}=-\frac{1}{\psi^{\prime}(s)}<-\frac{1}{\alpha} .
$$

Thus since $\varphi$ is strictly concave, its derivative is strictly decreasing, so

$$
\alpha^{2} F^{\prime}(\alpha)=\varphi^{\prime}\left(-\frac{1}{\alpha}\right)<\varphi^{\prime}\left(-\frac{1}{\psi^{\prime}(s)}\right)=0 .
$$

Thus by the chain rule, since $\phi^{\prime}(\theta)<0$ for all $\theta \in(0,1)$,

$$
\frac{\mathrm{d}}{\mathrm{~d} \theta} \operatorname{dim}_{\mathrm{A}}^{\theta} K=F^{\prime}(\phi(\theta)) \cdot \phi^{\prime}(\theta)>0
$$

In particular, the spectrum is a strictly increasing function of $\theta$ on $\left(0, \theta_{\max }\right]$.
2.2. Differentiability and higher-order phase transitions. We can also obtain precise information concerning differentiability, as well as higher-order phase transitions. We say that a continuous real-valued function $h$ has a phase transition of $k^{\text {th }}$ order at $\theta$ when $k \geq 1$ is the smallest integer such that the $k^{\text {th }}$-derivative $h^{(k)}(\theta)$ does not exist. Recall that we denote the number of parts in the spectrum partition by $m$.

Corollary C. The function $\theta \mapsto \operatorname{dim}_{\mathrm{A}}^{\theta} K$ is piecewise analytic and the set of points where the function is not analytic is given precisely by

$$
H=\left\{\theta: \theta=\theta_{n, \min } \text { or } \theta=\theta_{n, \max } \quad \text { for some } \quad n=1, \ldots, m\right\} .
$$

At each $\theta \in H$ there is a phase transition that either has odd order or order 2. Moreover:
(i) The set of $\theta \in(0,1)$ at which $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ has a $1^{\text {st }}$ order phase transition is given by

$$
H_{1}:=\left\{\theta: \theta=\theta_{n, \min }=\theta_{n, \max } \quad \text { for some } \quad n=1, \ldots, m\right\} .
$$

This implies that $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ has precisely $k$ points of non-differentiability, where $k$ is the number of $i=1, \ldots, m$ such that $I_{i}$ is homogeneous, and $k \leq \# \eta(\mathcal{I})-1$. In particular, $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is differentiable if and only if each $I_{n}$ is inhomogeneous.
(ii) The set of $\theta \in(0,1)$ at which $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ has a $k^{\text {th }}$ order phase transition for some odd integer $k \geq 3$ is given by

$$
H_{\text {higher }}:=\left\{\theta: \theta=\theta_{n, \max }=\theta_{n+1, \min } \quad \text { for some } \quad n=1, \ldots, m-1\right\} \backslash H_{1} .
$$

(iii) The set of $\theta \in(0,1)$ at which $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ has a $2^{\text {nd }}$ order phase transition is given by

$$
H_{2}:=H \backslash\left(H_{1} \cup H_{\text {higher }}\right) .
$$

In particular, at $\theta_{\min }$ and $\theta_{\max }, \operatorname{dim}_{\mathrm{A}}^{\theta} K$ either has a $1^{\text {st }}$ or $2^{\text {nd }}$ order phase transition.
Proof. Piecewise analyticity follows directly from the piecewise formula given in Corollary A. Moreover, since the distinct parts correspond to distinct analytic curves and any intersection of distinct analytic curves must have a phase transition of some order, we obtain the formula for $H$.

First, to see (i), by standard properties of the concave conjugate, the derivative of $\tau^{*}$ at $\alpha$ exists if and only if $\tau$ is strictly concave at all $t$ for which $\alpha \in \partial \tau(t)$. But $\tau$ fails to be strictly concave at $t$ if and only if $t \in I_{n}^{\circ}$ for a homogeneous part $I_{n}$, in which case $\theta=\theta_{n, \min }=\theta_{n, \max }$, as claimed. Since the curves $\psi_{\underline{j}}$ are affine for a homogeneous column $\underline{j}$ and otherwise strictly concave, and moreover there must be at least one column $\underline{i}$ with $s_{\underline{i}} \leq t_{\min }$, there are at most $\# \eta(\mathcal{I})-1$ points of non-differentiability.

Next, suppose $\theta=\theta_{n, \max }=\theta_{n+1, \text { min }}$ for some $n=1, \ldots, m-1$. Equivalently, $\theta=g_{n}^{\prime}\left(t_{n}\right)=g_{n+1}^{\prime}\left(t_{n}\right)$, and since $g_{n}-g_{n+1}$ changes sign at $t_{n}, g_{n}-g_{n+1}$ has a saddle point at $t_{n}$. Therefore if $k \in \mathbb{N}$ is minimal so that $g_{n}^{(k)}\left(t_{n}\right) \neq g_{n+1}^{(k)}\left(t_{n}\right)$, then $k$ an odd integer which is at least 3 . In particular, if $\theta \notin H_{1}$, then $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is differentiable at $\theta$, and therefore has a phase transition of odd order $k \geq 3$.

Otherwise, suppose $\theta \in H_{2}$ and $\theta=\theta_{n, \max }<\theta_{n+1, \min }$. Since $\left(g^{*}\right)^{\prime \prime}=0$ on $\left(\phi^{-1}\left(\theta_{n+1, \min }\right), \phi^{-1}\left(\theta_{n, \max }\right)\right)$ and $\left(g^{*}\right)^{\prime \prime}$ is uniformly bounded away from 0 on $\left(\phi^{-1}\left(\theta_{n, \max }\right), \phi^{-1}\left(\theta_{n, \min }\right)\right)$, and since the parameter change $g^{*}(\phi(\theta)) / \phi(\theta)$ is smooth, the second derivative does not exist at $\theta_{n, \max }$. The case $\theta_{n, \max }<\theta_{n+1, \min }=\theta$ is analogous. Otherwise, $\theta=\theta_{\max }$, but again $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is constant on $\left[\theta_{\max }, 1\right)$ so the same argument yields non-existence of the second derivative at $\theta_{\text {max }}$.

Combining these two observations yields (ii) and (iii), and in particular that every phase transition has either odd order or order 2.

Remark 2.3. It is straightforward to see that phase transitions of order 1 and order 2 already occur in many of the examples given later in this document. We sketch a construction giving a phase transition of arbitrary odd order $k \geq 3$.

We consider a Gatzouras-Lalley carpet with three columns each of width $1 / 3$, the first of which contains only one map (with arbitrary height less than $1 / 3$ ). Let $N \in \mathbb{N}$ be large and let $B \subset \mathbb{R}^{N}$ denote the set of all $N$-tuples $\left(b_{1}, \ldots, b_{N}\right)$ with $0<b_{i}<1 / 3$ and $b_{1}+\cdots+b_{N}<1$. Note that to any pair $(\beta, \tilde{\beta}) \in B \times B$ there is an attractor $K=K\left(\beta, \beta^{\prime}\right)$ where the second column has contraction ratios given by $\beta$, and the third given by $\tilde{\beta}$. Fix $\beta=\tilde{\beta}=\beta_{0}$ for some arbitrary initial choice of $\beta_{0}$ whose entries are not all equal, let $t_{\min }, t_{\max }$ be the values corresponding to the carpet $K\left(\beta_{0}, \beta_{0}\right)$, and let $t$ satisfy

$$
t_{\min }<t<t_{\max } .
$$

Exponentiating, we see that for any given $d \geq 1$, the functions $\psi$ and $\tilde{\psi}$ corresponding to the non-trivial columns have the same $d^{\text {th }}$ derivative at $t$ if and only if

$$
\sum_{i=1}^{N}\left(\left(\log b_{i}\right)^{d} b_{i}^{t}-\left(\log \tilde{b}_{i}\right)^{d}\left(\tilde{b}_{i}\right)^{t}\right)=0
$$

Moreover, by the implicit function theorem, for typical choices of $\left(\beta_{0}, \beta_{0}\right)$ and for sufficiently large $N$, the set of parameters in $B \times B$ for which at least the first $k$ derivatives match at $t$ is a non-trivial submanifold of $B \times B$ containing the point $\left(\beta_{0}, \beta_{0}\right)$. But given that the first $k$ derivatives match, the parameters for which the first $k+1$ derivatives match is a proper submanifold, so there must exist parameters $(\beta, \tilde{\beta})$ arbitrarily close to $\left(\beta_{0}, \beta_{0}\right)$ such that precisely the first $k$ derivatives of $\psi$ and $\tilde{\psi}$ agree, but the next derivative does not.

Since the parameters $t_{\text {min }}$ and $t_{\max }$ are continuous functions of $(\beta, \tilde{\beta})$, and since the sign of $\psi-\tilde{\psi}$ must change at $t$ since $k$ is odd, it follows that the function $g$ corresponding to the carpet $K(\beta, \tilde{\beta})$ must have a phase transition of order $k$ at $t$. Finally, since $k \geq 3, g^{*}$ is differentiable so the derivative of $g^{*}$ is the inverse of $g^{\prime}$. Since the reparameterisation in terms of $\phi$ is smooth, it follows that $\operatorname{dim}_{\mathrm{A}}^{\theta} K(\beta, \tilde{\beta})$ has a phase transition of order $k$ at $\phi^{-1}\left(g^{\prime}(t)\right)$.

If one instead chooses points $t_{\text {min }}<t_{1}<\cdots<t_{n}<t_{\text {max }}$, a similar argument gives arbitrarily many phase transitions of arbitrary odd orders at least 3 .
2.3. Convexity and concavity. As the final result of this section, we obtain some information concerning convexity and concavity.

Corollary D. The spectrum $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is:
(i) Strictly convex on each interval $\left(\theta_{n, \max }, \theta_{n+1, \min }\right)$ for $n=1, \ldots, m-1$ as well as the interval $\left(0, \theta_{\text {min }}\right)$;
(ii) Strictly concave on the interval $\left(\theta_{\max }-\delta, \theta_{\max }\right)$ for some $\delta>0$ if and only if $I_{m}$ is inhomogeneous; and
(iii) Constant on the interval $\left[\theta_{\max }, 1\right)$.

In particular, if $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is not constant, then $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ contains a non-trivial interval of convexity, and if every column is inhomogeneous, then $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ also contains a non-trivial interval of concavity.

Proof. Cases (i) and (iii) follow directly from the piecewise formula for the Assouad spectrum given in Corollary A. The remaining case which requires checking is (ii). If $I_{m}$ is homogeneous, $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is strictly convex in a neighbourhood to the left of $\theta_{\text {max }}$ by (i).

Otherwise, assume that $I_{m}$ is inhomogeneous with corresponding column $\underline{j} \in \eta(\mathcal{I})$. Writing $\psi=\psi_{j}$ and continuing the computation from the proof of Corollary B with the same definitions of $F$ and $\varphi$, for all $\theta \in I_{m}^{\circ}$,

$$
\frac{\mathrm{d}^{2}}{\mathrm{~d} \theta^{2}} \operatorname{dim}_{\mathrm{A}}^{\theta} K=F^{\prime \prime}(\phi(\theta)) \cdot\left(\phi^{\prime}(\theta)\right)^{2}+F^{\prime}(\phi(\theta)) \cdot \phi^{\prime \prime}(\theta)
$$

But $F^{\prime}\left(\phi\left(\theta_{\max }\right)\right)=0$ and

$$
F^{\prime \prime}\left(\phi\left(\theta_{\max }\right)\right)=\varphi^{\prime \prime}\left(-\frac{1}{\phi\left(\theta_{\max }\right)}\right) \frac{1}{\phi\left(\theta_{\max }\right)^{4}}-2 \varphi^{\prime}\left(-\frac{1}{\phi\left(\theta_{\max }\right)}\right) \frac{1}{\phi\left(\theta_{\max }\right)^{3}}<0
$$

since we recall that $\varphi$ is strictly concave so $\varphi^{\prime \prime}<0$, and $\varphi^{\prime}\left(-1 / \psi^{\prime}\left(t_{\max }\right)\right)=0$ where $\psi^{\prime}\left(t_{\max }\right)=\phi\left(\theta_{\max }\right)$. Thus, by continuity of the second derivative,

$$
\frac{\mathrm{d}^{2}}{\mathrm{~d} \theta^{2}} \operatorname{dim}_{\mathrm{A}}^{\theta} K<0
$$

for some $\delta>0$ and $\theta \in\left(\theta_{\max }-\delta, \theta_{\max }\right)$, as claimed.
Remark 2.4. For most of the examples we present in this document, the Assouad spectrum is strictly concave on each non-trivial interval $\left(\theta_{n, \min }, \theta_{n, \max }\right)$. However, in §2.4.3, we construct an example with a non-trivial inhomogeneous column and a non-trivial open sub-interval of $\left(\theta_{n, \min }, \theta_{n, \max }\right)$ on which $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is strictly convex.

### 2.4. Examples.

2.4.1. Homogeneous carpets. Consider the special case of Gatzouras-Lalley carpets whose columns are all homogeneous, i.e. for each $j \in \eta(\mathcal{I})$, there is a unique $b_{j}$ so that $b_{i}=b_{\underline{j}}$ for all $i \in \eta^{-1}(\underline{j})$. Recall from Lemma 2.2 that $\psi_{\underline{j}}$ is the affine function

$$
\psi_{\underline{j}}(t)=\kappa_{\underline{j}} \cdot\left(t-s_{\underline{j}}\right) \quad \text { where } \quad \kappa_{\underline{j}}:=\frac{\log b_{\underline{j}}}{\log a_{\underline{j}}}
$$

and we recall that $s_{\underline{j}}$ is the dimension of column $\underline{j}$. Hence, the function $g(t)$ is piecewise affine, so for any $\theta \in(0,1), \phi(\theta) \in \partial g\left(t_{n}\right)$ for some $n=0, \ldots, m$. Equivalently, $\theta_{n}:=\theta_{n, \min }=\theta_{n, \max }$ for all $n=1, \ldots, m$, so case (ii) of Corollary A never occurs.

We can also derive an explicit formula for case (iii) of Corollary A. Since $\psi_{j}$ are affine for all $\underline{j} \in \eta(\mathcal{I})$, two functions $\psi_{\underline{i}}$ and $\psi_{\underline{j}}$ either have the same slope (in


Figure 4. Plot of the Assouad spectrum corresponding to a system with 4 homogeneous columns, 3 of which are non-trivial. The function $g(t)$ is a minimum of affine lines, so the corresponding spectrum $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is a piecewise convex function. The slope of $g_{i}(t)$ corresponds to the value $\theta_{i}$, for $i=1,2,3$. The dotted lines correspond to the concave conjugates at each $t_{i}$ for $i=0, \ldots, 3$, extended beyond the range given by the corresponding affine lines.
which case one of them does not appear in the formula at all) or intersect at

$$
t_{\underline{i}, \underline{j}}:=\frac{\kappa_{\underline{\underline{i}}} s_{\underline{i}}-\kappa_{\underline{j}} s_{\underline{j}}}{\kappa_{\underline{i}}-\kappa_{\underline{j}}} \quad \text { with value } \quad \psi_{\underline{i}}\left(t_{\underline{i}, \underline{j}}\right)=\frac{s_{\underline{i}}-s_{\underline{j}}}{1 / \kappa_{\underline{j}}-1 / \kappa_{\underline{i}}} .
$$

Given the spectrum partition of the carpet, for every $n=1, \ldots, m-1$, we have $t_{n}=t_{\underline{j}_{n}, \underline{j}_{n+1}}$ and we can express $\theta_{n}$ as

$$
\theta_{n}=\phi^{-1}\left(\kappa_{\underline{\underline{j}}_{n}}\right)=\frac{1}{1+\kappa_{\underline{\underline{j}}_{n}} \cdot\left(1-1 / \kappa_{\max }\right)} .
$$

To conclude, we obtain the formula

$$
\operatorname{dim}_{\mathrm{A}}^{\theta} K=\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{\kappa_{\underline{j}_{n}} s_{\underline{j}_{n}}-\kappa_{\underline{j}_{n+1}} s_{\underline{\underline{j}}_{n+1}}}{\kappa_{\underline{j}_{n}}-\kappa \underline{\underline{j}}_{n+1}}+\frac{\theta}{1-\theta}\left(1-1 / \kappa_{\max }\right) \frac{s_{\underline{j}_{n+1}}-s_{\underline{\underline{j}}_{n}}}{1 / \kappa_{\underline{j}_{n+1}}-1 / \kappa_{\underline{\underline{j}}_{n}}} .
$$



FIGURE 5. Spectrum plot restricted to a small domain with a given column being relevant on multiple intervals. Note that the values $\theta_{1, \min }$ and $\theta_{3, \max }$ are not in the domain of this image.

In particular, $\operatorname{dim}_{\mathrm{A}}^{\theta_{n}} K=\operatorname{dim}_{\mathrm{B}} \eta(K)+s_{\dot{j}_{n}}$. The spectrum $\operatorname{dim}_{\mathrm{A}}^{\theta} K$ is piecewise convex with a point of non-differentiability at each $\theta_{n}$. The number of such points is bounded from above by the number of columns minus one, and this bound is clearly optimal.

A plot of the function $g$ and the Assouad spectrum for a system with four columns (three of which are non-trivial) and three phase transitions is given in Figure 4.
2.4.2. An example with three columns and six phase transitions. In this section, we provide an explicit example of a Gatzouras-Lalley system with 6 phase transitions, each of order 2. Define maps

$$
\begin{array}{ll}
T_{1,1}(x, y)=(0.1 \cdot x, 0.05 \cdot y) & \\
T_{2,1}(x, y)=(0.4 \cdot x, 0.00001 \cdot y) & T_{2,2}(x, y)=(0.4 \cdot x, 0.39 \cdot y+0.61) \\
T_{3,1}(x, y)=(0.31 \cdot x, 0.000177 \cdot y) & T_{3,1}(x, y)=(0.31 \cdot x, 0.2 \cdot y+0.8)
\end{array}
$$

This is a system with three columns, consisting of a single map $T_{1,1}$ in the first column, maps $T_{2,1}$ and $T_{2,2}$ in the second, and $T_{3,1}$ and $T_{3,2}$ in the third. This system has the following properties, which can be determined by a straightforward (albeit tedious!) computation:

1. The spectrum partition has three parts $I_{1}, I_{2}$, and $I_{3}$ where the second column dominates on the parts $I_{1}$ and $I_{3}$ and the third column dominates on part $I_{2}$.
2. The Assouad spectrum has six phase transitions.

A plot of the Assouad spectrum on a restricted domain is given in Figure 5.


Figure 6. Plot of the Assouad spectrum which has a convex part in the interval $\left(\theta_{1, \min }, \theta_{1, \max }\right)$. Note that the spectrum is differentiable on $(0,1)$, including at $\theta_{1, \text { max }}$.
2.4.3. Inhomogeneous column with corresponding part convex. The Assouad spectrum corresponding to case (ii) of Corollary A is often concave; in particular, this is the case for the other examples given above. However, this is not necessarily the case in general. To give an explicit example, we consider an IFS consisting of two columns. The first column consists of the single map $T_{1,1}(x, y)=(4 x / 5, y / 1000)$. The second column has maps

$$
T_{2, j}(x, y)=\left(x / 5, b_{j} y\right)+\left(4 / 5, t_{j}\right) \quad \text { for } \quad j=1, \ldots, 52
$$

where $b_{1}=b_{2}=19 / 100$ and $b_{3}=\cdots=b_{52}=10^{-20}$, and the $t_{j}$ are chosen so that the IFS is a Gatzouras-Lalley carpet.

The convexity of the Assouad spectrum on a non-trivial open sub-interval of $\left(\theta_{1, \min }, \theta_{1, \max }\right)$ can be easily (albeit tediously) verified using the parametric formula (2.3). A plot of the Assouad spectrum is given in Figure 6.
2.5. Further work. We now briefly describe some possible directions for future research.
2.5.1. Bounds on number of phase transitions. We see from Corollary C and $\S 2.4$ that it is much easier to bound the number of phase transitions when all columns are
homogeneous than in the general case, and we ask the following question.
Question 2.5. For each integer $N \geq 3$, let $f(N)$ denote the supremum of $n \in \mathbb{N}$ for which there exists a Gatzouras-Lalley carpet with $N$ maps whose Assouad spectrum is non-analytic at $n$ distinct points. Is $f(N)$ finite for all $N$, and if so can it be calculated or estimated?
2.5.2. Assouad spectrum of more general self-affine sets. It is natural to ask about the Assouad spectrum of more general self-affine sets. If the condition $b_{i}<a_{i}$ is weakened to $b_{i} \leq a_{i}$ in (1.1) for some (but not all) $i$ then we expect that the main results of this paper will still hold. More generally, it would be worthwhile to calculate the formula for carpets of the form considered by Barański [Bar07], or for self-affine sponges in higher dimensions.
2.5.3. The lower spectrum. One might also compute the lower spectrum (see [FY18b, §1]) of a Gatzouras-Lalley carpet, which is the natural dual to the Assouad spectrum describing scaling properties of the set at locations where it is sparse. We expect that similar techniques as used in this paper would be useful to compute a formula for the lower spectrum.
2.5.4. Bi-Lipschitz equivalence. Since the Assouad spectrum is a bi-Lipschitz invariant, our results immediately imply some consequences for bi-Lipschitz equivalence of self-affine carpets. For instance, if the spectrum partition of one carpet contains a homogeneous column while the other does not, then the two carpets cannot be bi-Lipschitz equivalent. In particular, this distinguishes Bedford-McMullen carpets from Gatzouras-Lalley carpets in which every column is inhomogeneous.

However, the Assouad spectrum does not take into account any columns which do not appear in the spectrum partition, whereas such columns may impact biLipschitz equivalence. Here, the lower spectrum might be useful, since it would also take into account the small columns. More generally, classifying GatzourasLalley carpets up to bi-Lipschitz equivalence is a challenging problem (some partial results are given in [HRW $+21+]$ ), and it would be interesting to investigate what more can be said in this direction using the Assouad and lower spectra.
2.5.5. Intermediate dimensions of Gatzouras-Lalley carpets. Finally, the intermediate dimensions are another family of dimensions which depend on a parameter $\theta \in$ $(0,1)$, and they lie between Hausdorff and box dimension. A precise formula for the intermediate dimensions of Bedford-McMullen carpets is given in [BK21+], with a highly technical proof. It is likely an even more technically challenging problem to calculate a formula for the intermediate dimensions of all GatzourasLalley carpets. However, in light of Corollary C (i), it would be interesting to know whether the intermediate dimension function is differentiable for Gatzouras-Lalley carpets whose columns are all inhomogeneous. The intermediate dimensions of Bedford-McMullen carpets with distinct Hausdorff and box dimensions have countably many points of non-differentiability.

## 3. A VARIATIONAL FORMULA FOR THE ASSOUAD SPECTRUM

For the remainder of this document, we fix a Gatzouras-Lalley IFS $\left\{T_{i}\right\}_{i \in \mathcal{I}}$ with attractor $K$. In this section, we establish a variational formula for the Assouad
spectrum. After setting up notation in $\S 3.1$, in $\S 3.2$ we state the variational formula and give a sketch of the proof. The remaining sections are devoted to the proof of the variational formula. We will use the method of types from large deviations theory; an introduction can be found in [DZ10, §2.1.1].

### 3.1. Symbolic notation and approximate squares.

3.1.1. Symbolic notation and coding. Set $\mathcal{I}^{*}=\bigcup_{n=0}^{\infty} \mathcal{I}^{n}$ equipped with the operation of concatenation. Given $i \in \mathcal{I}^{n}$, we denote the length of $i$ by $|i|=n$. We say that a word $i \in \mathcal{I}^{*}$ is a prefix of $k$ if there is a word $j$ so that $k=i j$, and we write $i \preccurlyeq k$. If $|i| \geq 1$, we let $i^{-}$denote the unique prefix of $i$ of length $|i|-1$. We denote the unique word of length 0 by $\varnothing$.

Given $\mathrm{i}=\left(i_{1}, \ldots, i_{n}\right) \in \mathcal{I}^{n}$, we write

$$
\begin{array}{ll}
a_{\mathrm{i}}=a_{i_{1}} \cdots a_{i_{n}}, & b_{\mathrm{i}}=b_{i_{1}} \cdots b_{i_{n}} \\
T_{\mathrm{i}}=T_{i_{1}} \circ \cdots \circ T_{i_{n}}, & S_{\mathrm{i}}=S_{i_{1}} \circ \cdots \circ S_{i_{n}} .
\end{array}
$$

Next, we let $\Omega=\mathcal{I}^{\mathbb{N}}$ denote the space of infinite sequences on $\mathcal{I}$. The concatenation i $\gamma$ for $i \in \mathcal{I}^{*}$ and $\gamma \in \Omega$ is defined similarly, so we also speak of finite prefixes of infinite words. Given $i \in \mathcal{I}^{*}$, we denote the cylinder set

$$
[\mathrm{i}]=\{\gamma \in \Omega: \mathbf{i} \preccurlyeq \gamma\} .
$$

Of course, the map $\eta: \mathcal{I} \rightarrow \eta(\mathcal{I})$ also induces a map on $\mathcal{I}^{*}$ and $\Omega$. Sometimes, we will abuse notation and simply write $i \underline{j}$ for $i \in \mathcal{I}^{*}$ and $\underline{j} \in \eta\left(\mathcal{I}^{*}\right)$, in place of $\eta(i) \underline{j}$. For instance, the expressions

$$
a_{\mathrm{i} \underline{j}} \quad \text { and } \quad S_{\mathrm{i} \underline{j}}
$$

are well-defined since they depend only on the value of $\eta(\mathrm{i})$ and $\underline{j}$.
Finally, we define the surjective coding map $\pi: \Omega \rightarrow K$ for $\gamma=\left(i_{n}\right)_{n=1}^{\infty}$ by

$$
\{\pi(\gamma)\}=\bigcap_{n=1}^{\infty} T_{i_{1}} \circ \cdots \circ T_{i_{n}}(K) .
$$

As a result of the separation assumptions on a Gatzouras-Lalley IFS, we will often abuse notation and refer to sets $E \subset \Omega$ and their image $\pi(E) \subset K$ interchangeably.
3.1.2. Notation for probability vectors. In order to state our variational formula, we must first introduce some notation to handle the space of Bernoulli measures associated with the IFS $\left\{T_{i}\right\}_{i \in \mathcal{I} \text {. }}$. Let

$$
\mathcal{P}=\mathcal{P}(\mathcal{I})=\left\{\left(p_{i}\right)_{i \in \mathcal{I}}: p_{i} \geq 0, \sum_{i \in \mathcal{I}} p_{i}=1\right\} \subset \mathbb{R}^{\mathcal{I}},
$$

which is a compact metric space with the metric inherited from ambient Euclidean space. We refer to probability vectors in $\mathcal{P}$ using bold-face letters, such as $w$. Recall that $\eta$ denotes the orthogonal projection onto the first coordinate axis. In a similar
way as before, $\eta$ induces a map $\eta: \mathcal{P} \rightarrow \eta(\mathcal{P})$ by the rule

$$
\eta(\boldsymbol{w})=\left(\sum_{i \in \eta^{-1}(\underline{j})} w_{i}\right)_{\underline{j} \in \eta(\mathcal{I})} .
$$

Given a probability vector $\boldsymbol{w}=\left(w_{i}\right)_{i \in \mathcal{I}} \in \mathcal{P}$, we define the entropy

$$
H(\boldsymbol{w})=\sum_{i \in \mathcal{I}} w_{i} \log \left(1 / w_{i}\right)
$$

and Lyapunov exponents

$$
\chi_{1}(\boldsymbol{w})=\sum_{i \in \mathcal{I}} w_{i} \log \left(1 / a_{i}\right) \quad \text { and } \quad \chi_{2}(\boldsymbol{w})=\sum_{i \in \mathcal{I}} w_{i} \log \left(1 / b_{i}\right) .
$$

For $\boldsymbol{p} \in \eta(\mathcal{I})$, we define entropy in the same way, and also note that $\chi_{1}(\boldsymbol{p})$ is well-defined since $\chi_{1}(\boldsymbol{w})=\chi_{1}(\eta(\boldsymbol{w}))$. Note that $H, \chi_{1}$, and $\chi_{2}$ are continuous positive functions on $\mathcal{P}$, and moreover $\chi_{1}$ and $\chi_{2}$ are uniformly bounded away from 0 . Since rectangles defining the Gatzouras-Lalley carpet are wider than they are tall, $\chi_{1}(\boldsymbol{w})<\chi_{2}(\boldsymbol{w})$.

Finally, we denote the logarithmic eccentricity of $\boldsymbol{w} \in \mathcal{P}$ by

$$
\Gamma(\boldsymbol{w})=\frac{\chi_{2}(\boldsymbol{w})}{\chi_{1}(\boldsymbol{w})}
$$

Since $0<b_{i}<a_{i}<1$ for all $i \in \mathcal{I}$, $\Gamma$ takes values in a compact interval

$$
\Gamma(\mathcal{P})=\left[\kappa_{\min }, \kappa_{\max }\right] \subset(1, \infty)
$$

where

$$
\kappa_{\min }=\min _{i \in \mathcal{I}} \frac{\log b_{i}}{\log a_{i}} \quad \text { and } \quad \kappa_{\max }=\max _{i \in \mathcal{I}} \frac{\log b_{i}}{\log a_{i}}
$$

We will use $\Gamma$ to measure the exponential distortion of the rectangle $T_{\mathrm{i}}\left([0,1]^{2}\right)$ in terms of the digit frequencies corresponding to the word $i \in \mathcal{I}^{*}$, with $\kappa_{\text {min }}$ corresponding to the cases when the rectangle looks as close as possible to a square.
3.1.3. Pseudo-cylinders and approximate squares. In order to perform our covering arguments, we require some symbolic notation to handle the fact that the cylinders are exponentially distorted. A key difficulty in understanding the geometry of self-affine sets is that the cylinder sets are not squares, but instead exponentially distorted rectangles. On the other hand, because of the vertical alignment of the columns, it turns out that we can group vertically-aligned cylinder sets together in ways which let us cover multiple cylinders simultaneously.

Our main symbolic construction is the notion of a pseudo-cylinder. Suppose $\mathrm{i} \in \mathcal{I}^{n}$ and $\underline{\mathrm{j}} \in \eta(\mathcal{I})^{m}$. Then the corresponding pseudo-cylinder is the set

$$
P(\mathrm{i}, \underline{\mathrm{j}})=\left\{\gamma=\left(i_{k}\right)_{k=1}^{\infty} \in \Omega:\left(i_{1}, \ldots, i_{n}\right)=\mathrm{i} \text { and } \eta\left(i_{n+1}, \ldots, i_{n+m}\right)=\underline{\mathrm{j}}\right\} .
$$

Note that the map $(\mathrm{i}, \underline{\mathrm{j}}) \mapsto P(\mathrm{i}, \underline{\mathrm{j}})$ is injective. Equivalently, the pseudo-cylinder $P(\mathrm{i}, \underline{\mathrm{j}})$ is the union of the cylinders contained in [i] which all lie in column $\eta(\mathrm{i}) \underline{\mathrm{j}}$; that is,

$$
\begin{equation*}
P(\mathrm{i}, \underline{\mathrm{j}})=\bigcup_{\mathrm{k} \in \eta^{-1}(\underline{\mathrm{j}})}[\mathrm{ik}] . \tag{3.1}
\end{equation*}
$$

Now given an infinite word $\gamma \in \Omega$, let $L_{n}(\gamma)$ be the minimal integer so that

$$
a_{\gamma_{1}} \cdots a_{\gamma_{L_{n}(\gamma)}}<b_{\gamma_{1}} \cdots b_{\gamma_{n}} .
$$

In other words, $L_{n}(\gamma)$ is chosen so that the level $L_{n}(\gamma)$ rectangle has approximately the same width as the height of the level $n$ rectangle. Note that $L_{n}(\gamma) \geq n$, and write the first $L_{n}(\gamma)$ entries of $\gamma$ as $\gamma 1_{L_{n}(\gamma)}=\mathrm{ij}$ where $\mathrm{i} \in \mathcal{I}^{n}$. We then define the approximate square $Q_{n}(\gamma) \subset \Omega$ by

$$
Q_{n}(\gamma)=P(\mathrm{i}, \eta(\mathrm{j}))
$$

We use the term 'approximate square' because the ratio of its height to its width is bounded away from 0 and $\infty$, independently of $\gamma$. While different $\gamma$ may define the same approximate square, the choice of $i$ and $\eta(j)$ are unique.

Now for fixed $i$, let $\mathcal{U}(i) \subset \eta\left(\mathcal{I}^{*}\right)$ denote the set of $\underline{j}$ so that $P(i, \underline{j})$ is an approximate square. We call $\mathcal{U}(i)$ a complete section: for every infinite word $\underline{\gamma} \in \eta(\Omega)$, there is exactly one $\underline{j} \in \mathcal{U}(i)$ which is a prefix of $\underline{\gamma}$. In particular, the approximate squares $P(\mathrm{i}, \mathrm{j})$ are disjoint in symbolic space for fixed $i$.

We say that a pseudo-cylinder $P(\mathrm{i}, \underline{\mathrm{j}})$ is wide if $\mathrm{j} \preccurlyeq \underline{\mathrm{k}}$ for some $\underline{\mathrm{k}} \in \mathcal{U}(\mathrm{i})$; in other words, $P(\mathrm{i}, \underline{\mathrm{j}})$ contains approximate squares of the form $P(\mathrm{i}, \underline{\mathrm{k}})$. One can think of the wide pseudo-cylinders as "interpolating" between the cylinder $P(\mathrm{i}, \varnothing)=[\mathrm{i}]$ and the approximate square $P(\mathrm{i}, \eta(\mathrm{j}))=Q_{n}(\gamma)$. If $P(\mathrm{i}, \underline{\mathrm{j}})$ is wide, then $|\underline{\mathrm{j}}| \lesssim|\mathrm{i}|$, and moreover if $P(\mathrm{i}, \mathrm{j})$ is an approximate square, then $|\overline{\mathrm{j}}| \approx|\mathrm{i}|$.

Finally, we group the approximate squares based on diameter (or more precisely, height) by defining, for $0<r<1$,

$$
\mathcal{S}(r)=\left\{Q=P(\mathbf{i}, \underline{\mathrm{j}}): Q \text { is an approximate square and } b_{\mathbf{i}}<r \leq b_{\mathbf{i}^{-}}\right\} .
$$

Note that the elements of $\mathcal{S}(r)$ are pairwise disjoint in symbolic space since the condition $b_{i}<r \leq b_{i}^{-}$defines a complete section on $\mathcal{I}^{*}$, and $\mathcal{U}(i)$ is a complete section for each i.
3.2. Statement of the variational formula and proof strategy. We can now explicitly state our variational formula. First, define a parameter change for $\boldsymbol{v} \in \mathcal{P}$ by

$$
\phi(\theta, \boldsymbol{v})=\frac{1 / \theta-1}{1-1 / \Gamma(\boldsymbol{v})} \quad \text { and } \quad \phi(\theta)=\inf _{\boldsymbol{v} \in \mathcal{P}} \phi(\theta, \boldsymbol{v})=\frac{1 / \theta-1}{1-1 / \kappa_{\max }} .
$$

Note that $\phi$ is strictly decreasing in $\theta$ and $\Gamma(\boldsymbol{v})$. We let

$$
\begin{align*}
\Delta_{\text {thin }}(\theta) & =\{(\boldsymbol{v}, \boldsymbol{w}) \in \mathcal{P} \times \mathcal{P}: \phi(\theta, \boldsymbol{v}) \leq \Gamma(\boldsymbol{w})\}, \\
\Delta_{\text {thick }}(\theta) & =\{(\boldsymbol{v}, \boldsymbol{w}) \in \mathcal{P} \times \mathcal{P}: \phi(\theta, \boldsymbol{v}) \geq \Gamma(\boldsymbol{w})\} . \tag{3.2}
\end{align*}
$$

Recall that $t_{\text {min }}=\operatorname{dim}_{\mathrm{B}} K-\operatorname{dim}_{\mathrm{B}} \eta(K)$, and set

$$
\begin{aligned}
f_{\text {thin }}(\theta, \boldsymbol{v}, \boldsymbol{w}) & =\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))}{\chi_{2}(\boldsymbol{w})} \\
f_{\text {thick }}(\theta, \boldsymbol{v}, \boldsymbol{w}) & =\operatorname{dim}_{\mathrm{B}} K+\frac{1}{\phi(\theta, \boldsymbol{v})}\left(\frac{H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))-t_{\min } \chi_{2}(\boldsymbol{w})}{\chi_{1}(\boldsymbol{w})}\right) .
\end{aligned}
$$

Finally, write

$$
f(\theta, \boldsymbol{v}, \boldsymbol{w})= \begin{cases}f_{\text {thin }}(\theta, \boldsymbol{v}, \boldsymbol{w}) & :(\boldsymbol{v}, \boldsymbol{w}) \in \Delta_{\text {thin }}(\theta)  \tag{3.3}\\ f_{\text {thick }}(\theta, \boldsymbol{v}, \boldsymbol{w}) & :(\boldsymbol{v}, \boldsymbol{w}) \in \Delta_{\text {thick }}(\theta)\end{cases}
$$

It is straightforward to check that $f_{\text {thin }}=f_{\text {thick }}$ on $\Delta_{\text {thin }}(\theta) \cap \Delta_{\text {thick }}(\theta)$, so $f$ is indeed well-defined and continuous.

Theorem 3.1. Let $K$ be a Gatzouras-Lalley carpet. Then for all $\theta \in(0,1)$,

$$
\operatorname{dim}_{\mathrm{A}}^{\theta} K=\max _{(\boldsymbol{v}, \boldsymbol{w}) \in \mathcal{P} \times \mathcal{P}} f(\theta, \boldsymbol{v}, \boldsymbol{w}) .
$$

We now summarise the main idea of the proof. In order to compute $\operatorname{dim}_{\mathrm{A}}^{\theta} K$, it suffices to consider approximate squares. Each approximate square is composed of cylinders, all of which have various heights. For our application there are two cases: either the cylinder is thin, i.e. it has height at most $\delta^{1 / \theta}$, or the cylinder is thick, i.e. it has height at least $\delta^{1 / \theta}$. This corresponds to the two cases of the definition in (3.3), and the covering strategy for each case is different.

1. In the thin case (which is handled in §3.4), we can simply group cylinders together (forming a pseudo-cylinder) until the heights are approximately $\delta^{1 / \theta}$. We cover such cylinders simultaneously, and the count depends on $\operatorname{dim}_{\mathrm{B}} \eta(K)$ (the $\operatorname{dim}_{\mathrm{B}} K$ count does not appear).
2. In the thick case (which is handled in §3.5), we must cover each cylinder at a scale $\delta^{1 / \theta}$, which is smaller than the height of the cylinder. We note that pseudo-cylinders of height $\delta^{1 / \theta}$ and a certain width can be realised as images of approximate squares in $K$, so we can count the number of such pseudo-cylinders in terms of $\operatorname{dim}_{\mathrm{B}} K$, and then cover each one at scale $\delta^{1 / \theta}$ using $\operatorname{dim}_{\mathrm{B}} \eta(K)$.
The key observation is that the covering strategy for the cylinder depends only on the digit frequency (or type) of certain indices corresponding to each case. In the thick case, these digit frequencies are precisely a pair $(\boldsymbol{v}, \boldsymbol{w}) \in \mathcal{P} \times \mathcal{P}$, where $\boldsymbol{v}$ is the digit frequency of the cylinder defining the approximate square, and $\boldsymbol{w}$ is the digit frequency of the smaller cylinder. In the thin case, $\boldsymbol{v}$ is the same but now $\boldsymbol{w}$ corresponds instead to the pseudo-cylinder. The precise definitions of these types are given in $\S 3.3$. The resolutions at which these bounds become relevant depend on the logarithmic eccentricity of both the original cylinder $\boldsymbol{v}$ and the composing cylinders $w$. But now the crucial observation (based on the same strategy underlying the main results in [Kol23]) which allows us to complete this argument is a combination of the following two facts:
3. Since the scales $\delta^{1 / \theta}$ and $\delta$ are exponentially separated, the set of possible types is much smaller than the number of cylinders with each type; and
4. The covering strategy within each type class is the same, with cost precisely corresponding to the functions $f_{\text {thin }}$ and $f_{\text {thick }}$.
This means that the cost to cover the approximate square is dominated by the maximal type, yielding the variational formula for the Assouad spectrum.
3.3. Sections for approximate squares and types. In this section, we make the notion of a type rigorous, which is the starting point for our covering strategy.
3.3.1. Defining the section $\mathcal{B}^{\theta}(\mathbf{i}, \underline{j})$. First, we say that a subset $\mathcal{A} \subset \mathcal{I}^{*}$ is a section if for any $\gamma \in \Omega$, there is at most one $i \in \mathcal{A}$ which is a prefix of $\gamma$. Note that complete sections, as introduced earlier, are sections to which no new elements can be added. The partial order of prefixes extends to a partial order on the family of sections, where we write $\mathcal{A} \preccurlyeq \mathcal{B}$ if for all $i \in \mathcal{A}$, there exists $j \in \mathcal{B}$ such that $i$ is a prefix of $j$. This partial order has a meet: that is, given a finite family of sections $\mathcal{A}_{1}, \ldots, \mathcal{A}_{n}$, there is a unique section $\mathcal{A}_{1} \wedge \cdots \wedge \mathcal{A}_{n}$ which is maximal with respect to the partial order such that

$$
\mathcal{A}_{1} \wedge \cdots \wedge \mathcal{A}_{n} \preccurlyeq \mathcal{A}_{i}
$$

for all $i=1, \ldots, n$.
Now fix $\theta \in(0,1)$ and an approximate square $Q=P(\mathrm{i}, \mathrm{j})$ where $\mathrm{i} \in \mathcal{I}^{*}$ and $j \in \eta\left(\mathcal{I}^{*}\right)$. Recall that $\eta^{-1}(\mathrm{j}) \subset \mathcal{I}^{*}$ is in bijection with the set of cylinders composing the approximate square $Q$ (see (3.1)), and moreover is a complete section. We now define a section

$$
\mathcal{A}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})=\left\{\mathrm{k} \in \mathcal{I}^{*}: b_{\mathrm{k}}<b_{\mathrm{i}}^{1 / \theta-1} \leq b_{\mathrm{k}^{-}} \quad \text { and } \quad \eta(\mathrm{k}) \preccurlyeq \underline{\mathrm{j}}\right\} .
$$

In words, this set codes the cylinders intersecting $Q$ with height $(\operatorname{diam} Q)^{1 / \theta}$ and width greater than $\operatorname{diam} Q$. However, this set of cylinders may not entirely cover $Q$, so we add the missing cylinders to form

$$
\mathcal{B}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})=\mathcal{A}^{\theta}(\mathrm{i}, \underline{\mathrm{j}}) \wedge \eta^{-1}(\underline{\mathrm{j}}) .
$$

Note that if $\mathrm{k} \in \mathcal{B}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})$, there is a unique $\underline{l}(\mathrm{k}) \in \eta\left(\mathcal{I}^{*}\right)$ such that $\mathrm{j}=\eta(\mathrm{k}) \underline{\underline{l}}(\mathrm{k})$. Thus the section $\mathcal{B}^{\theta}(i, j)$ induces a decomposition of $Q$ into wide pseudo-cylinders:

$$
Q=P(\mathrm{i}, \underline{\mathrm{j}})=\bigcup_{\mathrm{k} \in \mathcal{B}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})} P(\mathrm{ik}, \underline{\mathrm{l}}(\mathrm{k})) .
$$

By definition of $\mathcal{B}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})$, if $\underline{1}(\mathrm{k}) \neq \varnothing$, then the height of the corresponding pseudocylinder $P(\mathrm{ik}, \underline{\mathrm{l}}(\mathrm{k}))$ is (up to a constant multiple) $b_{\mathrm{i}}^{1 / \theta}$.

Another equivalent way to think about the decomposition is as follows. First, observe that

$$
\mathcal{B}_{\text {thick }}^{\theta}(\mathrm{i}, \underline{\mathrm{j}}):=\mathcal{B}^{\theta}(\mathrm{i}, \underline{\mathrm{j}}) \cap \eta^{-1}(\underline{\mathrm{j}})=\left\{\mathrm{k} \in \mathcal{B}^{\theta}(\mathrm{i}, \underline{\mathrm{j}}): \underline{1}(\mathrm{k})=\varnothing\right\} .
$$

Then set $\mathcal{B}_{\text {thin }}^{\theta}(\mathrm{i}, \underline{j}):=\mathcal{B}^{\theta}(\mathrm{i}, \underline{\mathrm{j}}) \backslash \mathcal{B}_{\text {thick }}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})$. The pseudo-cylinders corresponding to the elements of $\mathcal{B}_{\text {thin }}^{\theta}(i, j)$ are precisely formed by "grouping" the cylinders composing the approximate square $Q$ which have height less than $\delta^{1 / \theta}$ into pseudocylinders with height approximately $\delta^{1 / \theta}$. Moreover, the pseudo-cylinders corresponding to the elements of $\mathcal{B}_{\text {thick }}^{\theta}(i, j)$ are in fact cylinders, and they have height greater than $\delta^{1 / \theta}$.
3.3.2. Defining types and counting type classes. We first define the notion of the type corresponding to a word. Suppose $\mathbf{i}=\left(i_{1}, \ldots, i_{n}\right) \in \mathcal{I}^{n}$ for some $n \in \mathbb{N}$, and write

$$
\boldsymbol{\xi}(\mathrm{i})=\left(p_{j}\right)_{j \in \mathcal{I}} \quad \text { where } \quad p_{j}=\frac{\#\left\{k=1, \ldots, n: i_{k}=j\right\}}{n} .
$$

Of course, $\boldsymbol{\xi}(\mathrm{i}) \in \mathcal{P}$.
Now, fix $\theta \in(0,1)$, an approximate square $Q=P(\mathrm{i}, \underline{\mathrm{j}})$, and corresponding section $\mathcal{B}^{\theta}(i, j)$ as defined in the previous section. Fix $k \in \mathcal{B}^{\theta}(i, j)$ and define the type of k as the pair

$$
\boldsymbol{\zeta}(\mathrm{k})=(\boldsymbol{\xi}(\mathrm{i}), \boldsymbol{\xi}(\mathrm{k}))
$$

and denote the set of all types

$$
\mathcal{T}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})=\left\{\boldsymbol{\boldsymbol { \zeta }}(\mathrm{k}): \mathrm{k} \in \mathcal{B}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})\right\}
$$

Conversely, given a type $(\boldsymbol{v}, \boldsymbol{w}) \in \mathcal{T}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})$, define the corresponding type class by

$$
\mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})=\mathcal{C}_{\mathrm{i}, \underline{\mathrm{j}}}^{\theta}(\boldsymbol{v}, \boldsymbol{w}):=\left\{\mathrm{k} \in \mathcal{B}^{\theta}(\mathrm{i}, \underline{\mathrm{j}}): \boldsymbol{\zeta}(\mathrm{k})=(\boldsymbol{v}, \boldsymbol{w})\right\} .
$$

An important observation is that if $\mathrm{k}, \mathrm{k}^{\prime} \in \mathcal{C}_{\dot{i}, \underline{j}}^{\theta}(\boldsymbol{v}, \boldsymbol{w})$ have the same type, then

$$
|\mathrm{k}|=\left|\mathrm{k}^{\prime}\right|, \quad \eta(\mathrm{k})=\eta\left(\mathrm{k}^{\prime}\right), \quad a_{\mathrm{k}}=a_{\mathrm{k}^{\prime}}, \quad \text { and } \quad b_{\mathrm{k}}=b_{\mathrm{k}^{\prime}} .
$$

We will require the following key estimates on the exponential growth rate of the number of possible types and the size of each type class.
Lemma 3.2. Fix $\theta \in(0,1)$. Then the following hold:
(i) We have

$$
\frac{\log \# \mathcal{T}^{\theta}(\mathbf{i}, \underline{\mathrm{j}})}{\log \left(1 / b_{\mathrm{i}}\right)}=O\left(\frac{\log |\mathrm{i}|}{|\mathrm{i}|}\right)
$$

(ii) Let $\mathrm{k} \in \mathcal{B}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})$ have type $\boldsymbol{\zeta}(\mathrm{k})=(\boldsymbol{v}, \boldsymbol{w})$. Then

$$
\frac{\log \# \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})}{|\mathrm{k}|}=H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))+O\left(\frac{\log |\mathrm{i}|}{|\mathrm{i}|}\right)
$$

Proof. To see (i), there is a constant $M>0$ so that $|\mathrm{k}| \leq M \cdot|\mathrm{i}|$ for all $\mathrm{k} \in \mathcal{B}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})$. Thus by [DZ10, Lemma 2.1.2],

$$
1 \leq \# \mathcal{T}^{\theta}(\mathrm{i}, \underline{\mathrm{j}}) \leq \sum_{n=0}^{M|\mathrm{i}|} \#\left\{\boldsymbol{\xi}(\mathrm{k}): \mathrm{k} \in \mathcal{I}^{n}\right\} \leq(M|\mathrm{i}|+1)^{\# \mathcal{I}+1}
$$

But $\log \left(1 / b_{\mathrm{i}}\right) \approx|\mathrm{i}| \approx|\mathrm{k}|$, from which the result follows.
Next, we see (ii). Let $\mathrm{k} \in \mathcal{B}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})$ have type $\boldsymbol{\zeta}(\mathrm{k})=(\boldsymbol{v}, \boldsymbol{w})$, and recall that for all $k^{\prime} \in \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})$,

$$
m:=|\mathrm{k}|=\left|\mathrm{k}^{\prime}\right| \quad \text { and } \quad \eta(\mathrm{k})=\eta\left(\mathrm{k}^{\prime}\right) .
$$

Now, by [DZ10, Lemma 2.1.8],

$$
(m+1)^{-\# \mathcal{I}} \exp (m \cdot H(\boldsymbol{w})) \leq \#\left\{\mathrm{j} \in \mathcal{I}^{m}: \boldsymbol{\xi}(\mathrm{j})=\boldsymbol{w}\right\} \leq \exp (m \cdot H(\boldsymbol{w}))
$$

However, $\mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})$ consists only of those j for which $\eta(\mathrm{j})=\eta(\mathrm{k})$. Moreover, the quantity

$$
\#\left\{\mathrm{j} \in \mathcal{I}^{m}: \boldsymbol{\xi}(\mathrm{j})=\boldsymbol{w} \text { and } \eta(\mathrm{j})=\underline{\mathrm{h}}\right\}
$$

is independent of the choice of $\underline{\mathrm{h}} \in \eta\left(\mathcal{I}^{m}\right)$ as long as $\boldsymbol{\xi}(\underline{\mathrm{h}})=\eta(\boldsymbol{w})$, and 0 otherwise. Thus again applying [DZ10, Lemma 2.1.8] to count the number of possible choices for h ,

$$
\begin{aligned}
\frac{(m+1)^{-\# \mathcal{I}} \exp (m \cdot H(\boldsymbol{w}))}{\exp (m \cdot H(\eta(\boldsymbol{w})))} & \leq \#\left\{\mathrm{j} \in \mathcal{I}^{m}: \boldsymbol{\xi}(\mathrm{j})=\boldsymbol{w} \text { and } \eta(\mathrm{j})=\eta(\mathrm{k})\right\} \\
& \leq \frac{\exp (m \cdot H(\boldsymbol{w}))}{(m+1)^{-\# \eta(\mathcal{I})} \exp (m \cdot H(\eta(\boldsymbol{w})))}
\end{aligned}
$$

Taking logarithms, dividing by $m$, and recalling again that $|\mathrm{k}| \approx|\mathrm{i}|$ yields the desired result.
3.4. Covering thin cylinders. We now begin our covering arguments for the individual types, beginning with the thin cylinders.

We first require a covering lemma for wide pseudo-cylinders in terms of approximate squares. Recall that $\mathcal{S}$ denotes the set of all approximate squares, and $\mathcal{S}(r)$ denotes the approximate squares with diameter approximately $r$. If $P(\mathrm{i}, \underline{\mathrm{j}})$ is a wide pseudo-cylinder, we can write it as a union of the approximate squares in the family

$$
\mathcal{Q}(\mathrm{i}, \underline{\mathrm{j}}):=\left\{Q \in \mathcal{S}: Q=P(\mathrm{i}, \underline{\mathrm{k}}) \text { for some } \underline{\mathrm{k}} \in \eta\left(\mathcal{I}^{*}\right) \text { and } Q \subset P(\mathrm{i}, \underline{\mathrm{j}})\right\} .
$$

Note that since each $Q=P(\mathbf{i}, \underline{\mathrm{k}})$ for some $\underline{\mathrm{k}}$, we have $\mathcal{Q}(\mathrm{i}, \mathrm{j}) \subset \mathcal{S}\left(b_{\mathbf{i}}\right)$. We then have the following standard covering result which is given explicitly in, for example, [KR23+, Lemma 4.8]. We give the short proof for the convenience of the reader.

Lemma 3.3. Let $P(\mathrm{i}, \underline{\mathrm{j}})$ be a wide $p$ seudo-cylinder. Then

$$
\# \mathcal{Q}(\mathrm{i}, \underline{\mathrm{j}}) \approx\left(\frac{a_{\mathrm{i}}}{b_{\mathrm{i}}}\right)^{\operatorname{dim}_{\mathrm{B}} \eta(K)} .
$$

Proof. Write $\mathcal{Q}(\mathbf{i}, \underline{\mathbf{j}})=\left\{Q_{1}, \ldots, Q_{m}\right\}$, and for each $i=1, \ldots, m$, let $\underline{\underline{k}}_{i}$ be such that $Q_{i}=P\left(\mathrm{i}, \underline{\mathrm{k}}_{i}\right)$. Since $\left\{\underline{\mathrm{k}}_{1}, \ldots, \underline{\mathrm{k}}_{m}\right\} \succcurlyeq\{\underline{\mathrm{j}}\}$ is a complete section relative to $\underline{\mathrm{j}}$,
writing $s=\operatorname{dim}_{\mathrm{B}} \eta(K)$ and recalling that $\eta(K)$ is the attractor of a self-similar IFS satisfying the open set condition,

$$
\begin{equation*}
\sum_{i=1}^{m} a_{\underline{\mathbf{k}}_{i}}^{s}=a_{\underline{\mathrm{j}}}^{s} . \tag{3.4}
\end{equation*}
$$

But $a_{\mathrm{i} \mathrm{\underline{k}}_{i}} \approx b_{\mathrm{i}}$ since each $Q_{i}$ is an approximate square, so the result follows.
With this lemma, we can now obtain our main covering bound for thin cylinders.
Proposition 3.4. Fix $\theta \in(0,1)$. Then for all approximate squares $Q=P(\mathbf{i}, \underline{\mathbf{j}})$ and type classes $(\boldsymbol{v}, \boldsymbol{w})=\boldsymbol{\zeta}(\mathrm{k})$ for some $\mathrm{k} \in \mathcal{B}_{\text {thin }}^{\theta}(\mathrm{i}, \mathrm{j})$, the following hold:
(i) We have $\phi(\theta, \boldsymbol{v}) \leq \Gamma(\boldsymbol{w})+O\left(|\mathrm{i}|^{-1}\right)$.
(ii) Set $E=\bigcup_{\mathbf{k}^{\prime} \in \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})} P\left(\mathrm{ik}^{\prime}, 1\left(\mathrm{k}^{\prime}\right)\right)$. Then

$$
\frac{\log \#\left\{Q^{\prime} \in \mathcal{S}\left(b_{\mathrm{i}}^{1 / \theta}\right): Q^{\prime} \cap E \neq \varnothing\right\}}{(1 / \theta-1) \log \left(1 / b_{\mathrm{i}}\right)}=f_{\text {thin }}(\theta, \boldsymbol{v}, \boldsymbol{w})+O\left(\frac{\log |\mathrm{i}|}{|\mathrm{i}|}\right) .
$$

Proof. To see (i), first observe by the definition of $\mathcal{B}_{\text {thin }}^{\theta}$ that $b_{\mathrm{i}}^{1 / \theta-1} \approx b_{\mathrm{k}}$, and since $Q$ is an approximate square, $a_{\mathrm{i}} a_{\mathrm{k}} \gtrsim b_{\mathrm{i}}$. In particular,

$$
\begin{equation*}
\left(\frac{1}{\theta}-1\right) \cdot|\mathrm{i}| \cdot \chi_{2}(\boldsymbol{v})=|\mathrm{k}| \cdot \chi_{2}(\boldsymbol{w})+O(1) \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
|\mathrm{i}| \cdot \chi_{1}(\boldsymbol{v})+|\mathrm{k}| \cdot \chi_{1}(\boldsymbol{w}) \leq|\mathrm{i}| \cdot \chi_{2}(\boldsymbol{v})+O(1) . \tag{3.6}
\end{equation*}
$$

Substituting the value of $|\mathrm{k}|$ from (3.6) into (3.5) and dividing through by $|\mathrm{i}|$ yields

$$
\frac{1}{\Gamma(\boldsymbol{v})}+\left(\frac{1}{\theta}-1\right) \cdot \frac{1}{\Gamma(\boldsymbol{w})} \leq 1+O\left(|\mathrm{i}|^{-1}\right)
$$

Since $\Gamma$ takes values in a compact subinterval of $(1, \infty)$, this is a rearrangement of (i).

To see (ii), first note that for each $k^{\prime} \in \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})$,

$$
b_{\mathrm{ik}^{\prime}} \approx b_{\mathrm{i}}^{1 / \theta} \quad \text { and } \quad a_{\mathrm{ik}^{\prime} \underline{\underline{1}}\left(\mathrm{k}^{\prime}\right)}=a_{\mathrm{i} \underline{\mathrm{j}}} \approx b_{\mathrm{i}}
$$

and moreover by (3.5) and Lemma 3.2 (ii),

$$
\begin{equation*}
\frac{\log \# \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})}{(1 / \theta-1) \log \left(1 / b_{\mathrm{i}}\right)}=\frac{\log \# \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})}{|\mathrm{i}| \cdot(1 / \theta-1) \chi_{2}(\boldsymbol{v})}=\frac{H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))}{\chi_{2}(\boldsymbol{w})}+O\left(\frac{\log |\mathrm{i}|}{|\mathrm{i}|}\right) . \tag{3.7}
\end{equation*}
$$

Thus by Lemma 3.3,

$$
\begin{aligned}
\#\left\{Q^{\prime} \in \mathcal{S}\left(b_{\mathrm{i}}^{1 / \theta}\right): Q^{\prime} \cap E \neq \varnothing\right\} & \approx \sum_{k^{\prime} \in \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})}\left(\frac{a_{\mathrm{ik}^{\prime} \underline{\underline{1}}}\left(\mathrm{k}^{\prime}\right)}{b_{\mathrm{ik}^{\prime}}}\right)^{\operatorname{dim}_{\mathrm{B}} \eta(K)} \\
& \approx \# \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w}) \cdot b_{\mathrm{i}}^{(1-1 / \theta) \cdot \operatorname{dim}_{\mathrm{B}} \eta(K)}
\end{aligned}
$$

Taking logarithms, dividing through by $(1 / \theta-1) \log \left(1 / b_{i}\right)$, and applying (3.7) completes the proof.
3.5. Covering thick cylinders. We now obtain our main bounds for thick cylinders. First, we require the following covering lemma for cylinders by approximate squares with height smaller than the height of the cylinder. This result is a direct application of (the proof of) [LG92, Theorem 2.4] and the short proof can be found, for example, in the proof of [KR23+, Lemma 4.9]. Here, we adapt the notation to align with the application in Proposition 3.6 and give a proof for the convenience of the reader. Recall that $t_{\text {min }}=\operatorname{dim}_{\mathrm{B}} K-\operatorname{dim}_{\mathrm{B}} \eta(K)$.
Lemma 3.5. Suppose $\mathrm{i}, \mathrm{k}^{\prime} \in \mathcal{I}^{*}$ are such that $b_{\mathrm{i}}^{1 / \theta-1} \lesssim b_{\mathrm{k}^{\prime}}$ and $a_{\mathrm{ik}^{\prime}} \approx b_{\mathrm{i}}$. Then

$$
\#\left\{Q \in \mathcal{S}\left(b_{\mathrm{i}}^{1 / \theta}\right): Q \subset\left[\mathrm{ik}^{\prime}\right]\right\} \approx\left(\frac{1}{b_{\mathrm{i}}}\right)^{(1 / \theta-1) \cdot \operatorname{dim}_{\mathrm{B}} K} \cdot\left(\frac{1}{b_{\mathrm{k}^{\prime}}}\right)^{-t_{\mathrm{min}}}
$$

Proof. Fix i, $\mathrm{k}^{\prime} \in \mathcal{I}^{*}$. Write $\delta=b_{\mathrm{i}}^{1 / \theta-1} / b_{\mathrm{k}^{\prime}}$ and enumerate $\mathcal{S}(\delta)=\left\{Q_{1}, \ldots, Q_{m}\right\}$. Inspecting the proofs of [LG92, Lemmas 2.1, 2.2, \& 2.3], we see that

$$
m \approx\left(\frac{b_{\mathrm{k}^{\prime}}}{b_{\mathrm{i}}^{1 / \theta-1}}\right)^{\operatorname{dim}_{\mathrm{B}} K}
$$

Moreover, for each $i=1, \ldots, m$, we write $Q_{i}=P\left(\mathrm{j}_{i}, \mathrm{k}_{i}\right)$ for some $\mathrm{j}_{i} \in \mathcal{I}^{*}$ and $\underline{\mathrm{k}}_{i} \in \eta\left(\mathcal{I}^{*}\right)$, so that

$$
\mathcal{Q}\left(\mathrm{ik}^{\prime} \mathrm{j}_{i}, \underline{\mathrm{k}}_{i}\right) \subset \mathcal{S}\left(b_{\mathrm{i}}^{1 / \theta}\right) \quad \text { and } \quad\left[\mathrm{ik}^{\prime}\right]=\bigcup_{i=1}^{m} \bigcup_{Q \in \mathcal{Q}\left(\mathrm{ik}^{\prime} \mathrm{j}_{i}, \underline{\mathbf{k}}_{i}\right)} Q .
$$

Thus by Lemma 3.3 applied to each wide pseudo-cylinder $P\left(\mathrm{ij}_{i}, \underline{\mathrm{k}}_{i}\right)$, since $Q_{i}$ is an approximate square so $a_{\mathrm{j}_{i} \underline{\underline{k}}_{i}} \approx b_{\mathrm{j}_{i}}$, and $a_{\mathrm{ik}^{\prime}} \approx b_{\mathrm{i}}$ by assumption,

$$
\begin{aligned}
\#\left\{Q \in \mathcal{S}\left(b_{\mathrm{i}}^{1 / \theta}\right): Q \subset\left[\mathrm{ik}^{\prime}\right]\right\} & =\sum_{i=1}^{m} \# \mathcal{Q}\left(\mathrm{ik}^{\prime} \mathrm{j}_{i}, \mathrm{k}_{i}\right) \\
& \approx \sum_{i=1}^{m}\left(\frac{a_{\mathrm{ik}^{\prime} \mathrm{j}^{\prime} \underline{\underline{k}}_{i}}}{b_{\mathrm{ik}^{\prime} \mathrm{j}_{i}}}\right)^{\operatorname{dim}_{\mathrm{B}} \eta(K)} \\
& \approx\left(\frac{1}{b_{\mathrm{i}}}\right)^{(1 / \theta-1) \cdot \operatorname{dim}_{\mathrm{B}} K} \cdot\left(\frac{1}{b_{\mathrm{k}^{\prime}}}\right)^{-t_{\min }}
\end{aligned}
$$

as claimed.
With this lemma in hand, we now obtain our main results concerning thick cylinders.

Proposition 3.6. Fix $\theta \in(0,1)$. Then for all approximate squares $Q=P(\mathbf{i}, \underline{\mathbf{j}})$ and type classes $(\boldsymbol{v}, \boldsymbol{w})=\boldsymbol{\zeta}(\mathrm{k})$ for some $\mathrm{k} \in \mathcal{B}_{\text {thick }}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})$, the following hold:
(i) We have $\phi(\theta, \boldsymbol{v}) \geq \Gamma(\boldsymbol{w})+O\left(|\mathrm{i}|^{-1}\right)$.
(ii) Set $E=\bigcup_{\mathbf{k}^{\prime} \in \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})} P\left(\mathrm{ik}^{\prime}, 1\left(\mathrm{k}^{\prime}\right)\right)$. Then

$$
\frac{\log \#\left\{Q^{\prime} \in \mathcal{S}\left(b_{\mathrm{i}}^{1 / \theta}\right): Q^{\prime} \cap E \neq \varnothing\right\}}{(1 / \theta-1) \log \left(1 / b_{\mathrm{i}}\right)}=f_{\text {thick }}(\theta, \boldsymbol{v}, \boldsymbol{w})+O\left(\frac{\log |\mathrm{i}|}{|\mathrm{i}|}\right) .
$$

Proof. First, by the definition of $\mathcal{B}_{\text {thick }}^{\theta}(\mathbf{i}, \underline{\mathrm{j}}), b_{\mathrm{i}}^{1 / \theta-1} \lesssim b_{\mathrm{k}}$ and since $Q$ is an approximate square, $a_{\mathrm{i}} a_{\mathrm{k}} \approx b_{\mathrm{i}}$. Therefore the same arguments as used in the proof of Proposition 3.4 (i) yield (i).

Next, we see (ii). Let $\mathrm{k}^{\prime} \in \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})$ be arbitrary. Since $a_{\mathrm{k}^{\prime}} \approx b_{\mathrm{i}} a_{\mathrm{i}}^{-1}$, taking logarithms and rearranging gives that

$$
|\mathrm{i}| \cdot(1 / \theta-1) \chi_{2}(\boldsymbol{v})=\left|\mathrm{k}^{\prime}\right| \cdot \chi_{1}(\boldsymbol{w}) \phi(\theta, \boldsymbol{v})+O(1) .
$$

In particular,

$$
\begin{equation*}
\frac{\log \left(\left(1 / b_{\mathbf{k}^{\prime}}\right)^{-t_{\min }}\right)}{(1 / \theta-1) \log \left(1 / b_{\mathrm{i}}\right)}=-\frac{t_{\min }}{1 / \theta-1} \cdot \frac{\left|\mathrm{k}^{\prime}\right| \cdot \chi_{2}(\boldsymbol{w})}{|\mathrm{i}| \cdot \chi_{2}(\boldsymbol{v})}=-\frac{t_{\min } \chi_{2}(\boldsymbol{w})}{\phi(\theta, \boldsymbol{v}) \chi_{1}(\boldsymbol{w})}+O\left(|\mathrm{i}|^{-1}\right) \tag{3.8}
\end{equation*}
$$

and by Lemma 3.2 (ii),

$$
\begin{equation*}
\frac{\log \# \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})}{(1 / \theta-1) \log \left(1 / b_{\mathrm{i}}\right)}=\frac{\log \# \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})}{(1 / \theta-1)|\mathrm{i}| \chi_{2}(\boldsymbol{v})}=\frac{H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))}{\phi(\theta, \boldsymbol{v}) \chi_{1}(\boldsymbol{w})}+O\left(\frac{\log |\mathrm{i}|}{|\mathrm{i}|}\right) \tag{3.9}
\end{equation*}
$$

Moreover, since $\mathrm{k}^{\prime} \in \mathcal{B}_{\text {thick }}^{\theta}$, we have $\underline{l}\left(\mathrm{k}^{\prime}\right)=\varnothing$ so we may apply Lemma 3.5 to each cylinder $P\left(\mathrm{ik}^{\prime}, \underline{\mathrm{l}}\left(\mathrm{k}^{\prime}\right)\right)=\left[\mathrm{ik}^{\prime}\right]$ giving

$$
\begin{aligned}
\#\left\{Q^{\prime} \in \mathcal{S}\left(b_{\mathrm{i}}^{(1 / \theta)}\right): Q^{\prime} \cap E \neq \varnothing\right\} & \approx\left(\frac{1}{b_{\mathrm{i}}}\right)^{(1 / \theta-1) \cdot \operatorname{dim}_{\mathrm{B}} K} \cdot \sum_{\mathrm{k}^{\prime} \in \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})}\left(\frac{1}{b_{\mathrm{k}^{\prime}}}\right)^{-t_{\min }} \\
& =\left(\frac{1}{b_{\mathrm{i}}}\right)^{(1 / \theta-1) \cdot \operatorname{dim}_{\mathrm{B}} K} \cdot \# \mathcal{C}^{\theta}(\boldsymbol{v}, \boldsymbol{w})\left(\frac{1}{b_{\mathrm{k}}}\right)^{-t_{\min }} .
\end{aligned}
$$

Recalling the computations in (3.8) and (3.9), taking logarithms and dividing by $(1 / \theta-1) \log \left(1 / b_{i}\right)$ gives

$$
\begin{aligned}
& \frac{\log \#}{\#}\left\{Q^{\prime} \in \mathcal{S}\left(b_{\mathrm{i}}^{(1 / \theta)}\right): Q^{\prime} \cap E \neq \varnothing\right\} \\
&(1 / \theta-1) \log \left(1 / b_{\mathrm{i}}\right) \\
&= \operatorname{dim}_{\mathrm{B}} K+\frac{H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))}{\phi(\theta, \boldsymbol{v}) \chi_{1}(\boldsymbol{w})}+\frac{-t_{\min } \chi_{2}(\boldsymbol{w})}{\phi(\theta, \boldsymbol{v}) \chi_{1}(\boldsymbol{w})}+O\left(\frac{\log |\mathrm{i}|}{|\mathrm{i}|}\right) \\
&= f_{\text {thick }}(\theta, \boldsymbol{v}, \boldsymbol{w})+O\left(\frac{\log |\mathrm{i}|}{|\mathrm{i}|}\right)
\end{aligned}
$$

as claimed.
3.6. Combining bounds and completing the proof. To complete the proof, it simply remains to combine the results established in the previous sections.

Proof (of Theorem 3.1). Let $\theta \in(0,1)$ be fixed. First, there is a constant $M>0$ such that any ball $B(x, r)$ can be covered by $M$ approximate squares in $\mathcal{S}(r)$ and vice versa. Thus if we set for $n \in \mathbb{N}$

$$
\mathcal{D}_{n}:=\{P(\mathrm{i}, \underline{\mathrm{j}}): P(\mathrm{i}, \underline{\mathrm{j}}) \text { is an approximate square with }|\mathrm{i}|=n\}
$$

then

$$
\begin{equation*}
\operatorname{dim}_{\mathrm{A}}^{\theta} K=\limsup _{n \rightarrow \infty} \max _{P(\mathbf{i}, \mathbf{j}) \in \mathcal{D}_{n}} \frac{\log \#\left\{Q \in \mathcal{S}\left(b_{\mathrm{i}}^{1 / \theta}\right): Q \cap P(\mathrm{i}, \mathrm{j}) \neq \varnothing\right\}}{(1 / \theta-1) \log \left(1 / b_{\mathrm{i}}\right)} . \tag{3.10}
\end{equation*}
$$

Now, fix an approximate square $P(\mathrm{i}, \underline{\mathrm{j}})$, which we recall that we can decompose as

$$
P(\mathrm{i}, \underline{\mathrm{j}})=\bigcup_{\mathrm{k} \in \mathcal{B}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})} P(\mathrm{ik}, \underline{\mathrm{l}}(\mathrm{k}))=\bigcup_{(\boldsymbol{v}, \boldsymbol{w}) \in \mathcal{T}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})} \bigcup_{\mathrm{k} \in \mathcal{C}_{\mathrm{i}, \underline{1}}^{\boldsymbol{\theta}}(\boldsymbol{v}, \boldsymbol{w})} P(\mathrm{ik}, \underline{\mathrm{l}}(\mathrm{k})) .
$$

For $(\boldsymbol{v}, \boldsymbol{w}) \in \mathcal{T}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})$, write

$$
N(\boldsymbol{v}, \boldsymbol{w})=\#\left\{Q \in \mathcal{S}\left(b_{\mathrm{i}}^{1 / \theta}\right): Q \cap P(\mathrm{ik}, \underline{\underline{1}}(\mathrm{k})) \neq \varnothing \text { for some } \mathrm{k} \in \mathcal{C}_{\mathrm{i}, \underline{\mathrm{j}}}^{\theta}(\boldsymbol{v}, \boldsymbol{w})\right\} .
$$

Next, let $\left(\boldsymbol{v}_{0}, \boldsymbol{w}_{0}\right)=\boldsymbol{\zeta}(\mathrm{k})$ be chosen so that $N\left(\boldsymbol{v}_{0}, \boldsymbol{w}_{0}\right)$ is maximised. Suppose that $\mathrm{k} \in \mathcal{B}_{\text {thin }}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})$. Then by Lemma 3.2 (i) and Proposition 3.4 (ii),

$$
\begin{aligned}
\frac{\log \#\left\{Q \in \mathcal{S}\left(b_{\mathrm{i}}^{1 / \theta}\right): Q \cap P(\mathrm{i}, \underline{\mathrm{j}}) \neq \varnothing\right\}}{(1 / \theta-1) \log \left(1 / b_{\mathrm{i}}\right)} & =\frac{\log N\left(\boldsymbol{v}_{0}, \boldsymbol{w}_{0}\right)}{(1 / \theta-1) \log \left(1 / b_{\mathrm{i}}\right)}+O\left(\frac{\log |\mathrm{i}|}{|\mathrm{i}|}\right) \\
& =f_{\mathrm{thin}}\left(\theta, \boldsymbol{v}_{0}, \boldsymbol{w}_{0}\right)+O\left(\frac{\log |\mathrm{i}|}{|\mathrm{i}|}\right)
\end{aligned}
$$

Moreover, since $f$ and $f_{\text {thin }}$ are continuous functions on the compact domain $\mathcal{P} \times \mathcal{P}$, they are in fact uniformly continuous. In particular, for all $\varepsilon>0$ and all $|\mathrm{i}|$ sufficiently large depending on $\varepsilon$, by Proposition 3.4 (i), for all $k \in \mathcal{B}_{\text {thin }}^{\theta}(i, \underline{j})$ with type $(\boldsymbol{v}, \boldsymbol{w})=\boldsymbol{\zeta}(\mathrm{k})$,

$$
\left|f(\theta, \boldsymbol{v}, \boldsymbol{w})-f_{\operatorname{thin}}(\theta, \boldsymbol{v}, \boldsymbol{w})\right| \leq \varepsilon
$$

Of course, the analogous results hold with $f_{\text {thick }}$ in place of $f_{\text {thin }}$ for $\mathrm{k} \in$ $\mathcal{B}_{\text {thick }}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})$ by Proposition 3.6 (i) and (ii).

Combining these observations, for all $\varepsilon>0$ and $n$ sufficiently large depending on $\varepsilon$, with

$$
\mathcal{T}_{n}^{\theta}:=\bigcup_{P(\mathbf{i}, \underline{\mathrm{j}}) \in \mathcal{D}_{n}} \mathcal{T}^{\theta}(\mathrm{i}, \underline{\mathrm{j}})
$$

denoting the set of all types at level $n$,

$$
\left|\max _{P(\mathbf{i}, \mathbf{j}) \in \mathcal{D}_{n}} \frac{\log \#\left\{Q \in \mathcal{S}\left(b_{\mathrm{i}}^{1 / \theta}\right): Q \cap P(\mathrm{i}, \underline{\mathrm{j}}) \neq \varnothing\right\}}{(1 / \theta-1) \log \left(1 / b_{\mathrm{i}}\right)}-\max _{(\boldsymbol{v}, \boldsymbol{w}) \in \mathcal{T}_{n}^{\theta}} f(\theta, \boldsymbol{v}, \boldsymbol{w})\right| \leq \varepsilon .
$$

But $\mathcal{T}_{n}^{\theta}$ becomes arbitrarily dense in $\mathcal{P} \times \mathcal{P}$ as $n$ diverges to infinity, and since $\varepsilon>0$ was arbitrary, the result follows from (3.10).

## 4. AN EXPLICIT FORMULA FOR THE ASSOUAD SPECTRUM

In this section, we obtain the explicit formula for the Assouad spectrum as stated in Theorem A. Our main tool to solve the optimisation problem which arises in the variational principle in Theorem 3.1 is the duality theory of constrained optimisation. This approach is based on the general strategy outlined in [Rut23+, $\S 3.1$ and $\S 4]$, and we recall the main components that we require in $\S 4.1$ and $\S 4.2$. With these preliminaries out of the way, in $\S 4.3$ we obtain explicit solutions to the optimisation problems that will be relevant for our derivation of the main formula. The proof of the main result is then completed in §4.4.
4.1. The geometry of constrained optimisation. In this section, we recall the setup and collect the relevant results from [Rut23+, §3.1].

We begin by recalling some general definitions from convex analysis. For a general function $g: \mathbb{R} \rightarrow \mathbb{R} \cup\{-\infty\}$, the concave conjugate is given by

$$
g^{*}(\alpha)=\inf _{t \in \mathbb{R}}(t \alpha-g(t))
$$

Note that $g^{*}$ is always concave, and $g^{* *}$ is the concave hull of $g$. In particular, we always have the inequality

$$
\begin{equation*}
g^{*}(\alpha)+g(t) \leq \alpha t, \tag{4.1}
\end{equation*}
$$

and moreover the subdifferential $\partial g(t)$ is precisely the set of $\alpha$ for which equality holds in (4.1).

Suppose moreover that $g$ is a concave function. We then let $\partial^{-} g(t)\left(\right.$ resp. $\partial^{+} g(t)$ ) denote the left (resp. right) derivative of $g$ of $t$, which necessarily exist by concavity of $g$. Equivalently, $\partial g(t)=\left[\partial^{+} g(t), \partial^{-} g(t)\right]$. In particular, $g$ is differentiable at $t$ if and only if $\partial g(t)=\{\alpha\}$, in which case $g^{\prime}(t)=\alpha$.

Now let $\Delta$ be a compact metric space and let $u, v: \Delta \rightarrow \mathbb{R}$ be continuous. We consider the constrained optimisation

$$
F(\alpha)=\max _{\boldsymbol{w} \in \Delta}\{v(\boldsymbol{w}): u(\boldsymbol{w})=\alpha\}
$$

where we set $F(\alpha)=-\infty$ if there does not exist $\boldsymbol{w} \in \Delta$ with $u(\boldsymbol{w})=\alpha$. Associated with this constrained optimisation problem is the unconstrained dual

$$
T(t)=\min _{\boldsymbol{w} \in \Delta}\{t \cdot u(\boldsymbol{w})-v(\boldsymbol{w})\}
$$

Since $T$ is a minimum of affine functions, $T$ is necessarily concave. For each $t \in \mathbb{R}$, we denote the set of minimising vectors for $T(t)$ by

$$
M(t):=\{\boldsymbol{w} \in \Delta: t \cdot u(\boldsymbol{w})-v(\boldsymbol{w})=T(t)\} .
$$

The following facts will be useful to us; the proofs of these results are short and elementary and can be found in [Rut23+].

Lemma 4.1 ([Rut23+]). The following hold.
(i) We have

$$
\min _{\boldsymbol{w} \in M(t)} u(\boldsymbol{w})=\partial^{+} T(t) \quad \text { and } \quad \max _{\boldsymbol{w} \in M(t)} u(\boldsymbol{w})=\partial^{-} T(t) .
$$

(ii) Suppose $t \in \mathbb{R}$ and $M(t)$ is connected. Then $u(M(t))=\partial T(t)$ and $F(\alpha)=T^{*}(\alpha)$ for all $\alpha \in \partial T(t)$.
Proof. Here, (i) follows from the proof of [Rut23+, Lemma 3.1] and (ii) follows from the proof of [Rut23+, Corollary 3.6].

Remark 4.2. A straightforward consequence of Lemma 4.1 is that the left and right derivatives of $T$ are elements of the compact set $u(\Delta) \subset \mathbb{R}$.
4.2. Attaining the optimisation on the boundary. We now introduce the concept of an island-free function, and use this to establish some general conditions under which certain constrained optimisation problems are attained on the boundary.
Definition 4.3. Let $\Delta$ be a topological space and let $f: \Delta \rightarrow \mathbb{R}$. We say that $f$ is island-free if for all $t \in \mathbb{R}$ the upper level set

$$
\{x \in \Delta: f(x) \geq t\}
$$

is connected.
Here, the empty set is always connected. The following lemma provides some simple conditions to establish island-freeness.

Lemma 4.4. The following hold.
(i) Let $\Delta$ be a convex space. Suppose $f: \Delta \rightarrow \mathbb{R}$ is concave and $g: \Delta \rightarrow(0, \infty)$ is affine. Then $f / g$ is island-free.
(ii) Suppose $\Delta_{i}$ is a topological space and $f_{i}: \Delta_{i} \rightarrow \mathbb{R}_{\geq 0}$ is island-free for each $i=$ $1, \ldots, m$. Equip $\Delta:=\Delta_{1} \times \cdots \times \Delta_{m}$ with the product topology. Then $f: \Delta \rightarrow \mathbb{R}_{\geq 0}$ defined by

$$
f\left(x_{1}, \ldots, x_{m}\right)=f_{1}\left(x_{1}\right) \cdots f_{m}\left(x_{m}\right)
$$

is island-free.
Proof. To see (i), let $f$ be concave and $g$ affine. Then for each $t \in \mathbb{R}$, using positivity of $g$,

$$
\{x \in \Delta: f(x) / g(x) \geq t\}=\{x \in \Delta: f(x)-t g(x) \geq 0\}
$$

This is a convex set (and in particular connected) since $f(x)-\operatorname{tg}(x)$ is concave as a function of $x$.

Next, we see (ii). Let $\Delta_{i}$ and $f_{i}$ be defined as in the statement of the lemma and let $t \in \mathbb{R}$ be fixed. Set

$$
A(t):=\left\{\left(x_{1}, \ldots, x_{m}\right): f_{1}\left(x_{1}\right) \cdots f_{m}\left(x_{m}\right) \geq t\right\} .
$$

We must show that $A(t)$ is connected. First, let $\left(y_{1}, \ldots, y_{m}\right) \in A(t)$ be arbitrary. Then

$$
E\left(y_{1}, \ldots, y_{m}\right):=\prod_{i=1}^{m}\left\{x_{i}: f_{i}\left(x_{i}\right) \geq f_{i}\left(y_{i}\right)\right\} \subset A(t)
$$

is a connected set since each $f_{i}$ is island-free. Moreover, if $\left(z_{1}, \ldots, z_{m}\right) \in A(t)$ is arbitrary, since the $f_{i}$ are non-negative,

$$
\varnothing \neq \prod_{i=1}^{m}\left\{x_{i}: f_{i}\left(x_{i}\right) \geq \max \left\{f_{i}\left(y_{i}\right), f_{i}\left(z_{i}\right)\right\}\right\} \subset E\left(y_{1}, \ldots, y_{m}\right) \cap E\left(z_{1}, \ldots, z_{m}\right)
$$

Since the union of two intersecting connected sets is connected, any two elements of $A(t)$ are contained in a connected subset of $A(t)$. Thus $A(t)$ is connected.

The preceding lemma, along with concavity of $\boldsymbol{w} \mapsto H(\boldsymbol{w})-H(\eta(\boldsymbol{w})$ ) (which follows by the log-sum inequality, see for instance [CT06, §2.7]), yields the following result.

Corollary 4.5. For all $\theta \in(0,1)$, the functions $(\boldsymbol{v}, \boldsymbol{w}) \mapsto f_{\text {thin }}(\theta, \boldsymbol{v}, \boldsymbol{w})$ and $(\boldsymbol{v}, \boldsymbol{w}) \mapsto$ $f_{\text {thick }}(\theta, \boldsymbol{v}, \boldsymbol{w})$ are island-free.
Our main use for island-freeness appears in the following elementary lemma, which provides a partial description of the constrained maximisers of an islandfree function in the case that the constrained maximum is not equal to the global maximum.
Lemma 4.6. Let $\Delta$ be a compact metric space and let $f: \Delta \rightarrow \mathbb{R}$ be continuous and island-free. Then the set of global maximisers

$$
M:=\left\{x \in \Delta: f(x)=\max _{y \in \Delta} f(y)\right\}
$$

is a non-empty, compact and connected subset of $\Delta$.
Moreover, suppose $E \subset \Delta$ is a non-empty compact set satisfying $M \cap(\Delta \backslash E) \neq \varnothing$. Then the set of constrained maximisers

$$
M_{E}:=\left\{x \in E: f(x)=\max _{y \in E} f(y)\right\}
$$

intersects the topological boundary of $E$.
Proof. Since $f$ is continuous, it is immediate that $M$ is well-defined, non-empty and compact. Since $f$ is island-free, $M$ is connected.

Next, suppose $E \subset \Delta$ is compact and $M \cap(\Delta \backslash E) \neq \varnothing$. Consider the set

$$
G:=\left\{x \in \Delta: f(x) \geq \max _{y \in E} f(y)\right\}
$$

Note that $M_{E}=G \cap E$ so $G \cap E \neq \varnothing$, and $M \subset G$ so $G \cap(\Delta \backslash E) \neq \varnothing$. But $f$ is island-free, so $G$ is connected and therefore $M_{E}$ intersects the boundary of $E$ relative to $\Delta$.
4.3. Fibred optimisers. We now solve a few useful global minimisation problems, and also see how these minimisation problems encode the Assouad dimension of the Gatzouras-Lalley carpet $K$.

For $t \in \mathbb{R}$, write

$$
\begin{equation*}
g(t)=\min _{\boldsymbol{w} \in \mathcal{P}}\left\{\frac{t \chi_{2}(\boldsymbol{w})-[H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))]}{\chi_{1}(\boldsymbol{w})}\right\} . \tag{4.2}
\end{equation*}
$$

Note that we will prove in Proposition 4.8 that this definition of $g(t)$ coincides with the alternative definition given in (2.1).

For each $\underline{j} \in \eta(\mathcal{I})$, recall the definition of $\psi_{\underline{j}}$ from the introduction:

$$
\psi_{\underline{j}}(t)=\frac{\log \sum_{i \in \eta^{-1}(\underline{j})} b_{i}^{t}}{\log a_{\underline{j}}}
$$

Equivalently, for each $i \in \eta^{-1}(\underline{j})$,

$$
\begin{equation*}
\frac{b_{i}^{t}}{\sum_{\ell \in \eta^{-1}(\underline{j})} b_{\ell}^{t}}=a_{\underline{j}}^{-\psi_{\underline{j}}(t)} b_{i}^{t} . \tag{4.3}
\end{equation*}
$$

Therefore given $\boldsymbol{p} \in \eta(\mathcal{P})$, we may define a probability vector

$$
\boldsymbol{z}(t, \boldsymbol{p}):=\left(p_{\eta(i)} \cdot a_{\eta(i)}^{-\psi_{\eta(i)}(t)} b_{i}^{t}\right)_{i \in \mathcal{I}}
$$

the reason for introducing $\boldsymbol{z}(t, \boldsymbol{p})$ will become clear from Lemma 4.7.
We also recall the definition of the Kullback-Leibler divergence of two probability vectors $\boldsymbol{w}$ and $\boldsymbol{v}$ as

$$
D_{\mathrm{KL}}(\boldsymbol{w} \| \boldsymbol{v})=\sum_{i \in \mathcal{I}} w_{i} \log \left(\frac{w_{i}}{v_{i}}\right),
$$

where we set $0 \log \left(0 / v_{i}\right)=0$ regardless of the value of $v_{i}$. In general, $D_{\mathrm{KL}}(\boldsymbol{w} \| \boldsymbol{v}) \geq$ 0 with equality if and only if $\boldsymbol{w}=\boldsymbol{v}$.

A general observation is that when solving an optimisation problem involving fibred entropy, it is often useful to first solve the problem for a fixed projected vector. In many cases, this projection-constrained minimisation problem is attained at a unique value. Indeed, this is the case for the function $g(t)$.

Lemma 4.7. Suppose $\boldsymbol{p} \in \eta(\mathcal{P})$ is arbitrary. Then

$$
\begin{aligned}
g(t, \boldsymbol{p}) & :=\min _{\boldsymbol{w} \in \mathcal{P}}\left\{\frac{t \chi_{2}(\boldsymbol{w})-[H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))]}{\chi_{1}(\boldsymbol{w})}: \eta(\boldsymbol{w})=\boldsymbol{p}\right\} \\
& =\sum_{\underline{j} \in \eta(\mathcal{I})} p_{\underline{j}} \psi_{\underline{j}}(t) .
\end{aligned}
$$

Moreover the minimisation is attained uniquely at the probability vector $\boldsymbol{z}(t, \boldsymbol{p})$.

Proof. Suppose $\boldsymbol{w} \in \mathcal{P}$ is arbitrary with $\eta(\boldsymbol{w})=\boldsymbol{p}$. We then compute

$$
\begin{aligned}
0 & \leq D_{\mathrm{KL}}(\boldsymbol{w} \| \boldsymbol{z}(t, \boldsymbol{p})) \\
& =\sum_{\underline{j} \in \eta(\mathcal{I})} \sum_{i \in \eta^{-1}(\underline{j})} w_{i} \log \left(w_{i} p_{\underline{j}}^{-1} a_{\underline{j}}^{\underline{\psi_{j}}(t)} b_{i}^{-t}\right) \\
& =-H(\boldsymbol{w})+H(\eta(\boldsymbol{w}))-\left(\sum_{\underline{j} \in \eta(\mathcal{I})} p_{\underline{j}} \psi_{\underline{j}}(t)\right) \chi_{1}(\boldsymbol{w})+t \chi_{2}(\boldsymbol{w}) .
\end{aligned}
$$

Rearranging, we obtain that

$$
\frac{t \chi_{2}(\boldsymbol{w})-[H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))]}{\chi_{1}(\boldsymbol{w})} \geq \sum_{\underline{j} \in \eta(\mathcal{I})} p_{\underline{j}} \psi_{\underline{j}}(t)
$$

with equality if and only if $\boldsymbol{w}=\boldsymbol{z}(t, \boldsymbol{p})$.
This result immediately provides an explicit formula for $g(t)$. We begin by introducing some notation. For each $t \in \mathbb{R}$, let

$$
\mathcal{J}(t)=\left\{\underline{j} \in \eta(\mathcal{I}): \psi_{\underline{j}}(t)=\min _{\underline{i} \in \eta(\mathcal{I})} \psi_{\underline{i}}(t)\right\} .
$$

We then write

$$
\mathcal{R}(t)=\{\boldsymbol{p} \in \eta(\mathcal{P}): \operatorname{supp} \boldsymbol{p} \subset \mathcal{J}(t)\} \quad \text { and } \quad \mathcal{Z}(t)=\{\boldsymbol{z}(t, \boldsymbol{p}): \boldsymbol{p} \in \mathcal{R}(t)\} .
$$

We can now state our main formula for the function $g(t)$, which we recall was defined in (4.2).
Proposition 4.8. For each $t \in \mathbb{R}$,

$$
g(t)=\min \left\{\psi_{\underline{j}}(t): \underline{j} \in \eta(\mathcal{I})\right\} .
$$

Moreover, the set of minimising vectors

$$
\left\{\boldsymbol{w} \in \mathcal{P}: \frac{t \chi_{2}(\boldsymbol{w})-[H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))]}{\chi_{1}(\boldsymbol{w})}=g(t)\right\}=\mathcal{Z}(t)
$$

Proof. It is immediate from Lemma 4.7 that for all $\boldsymbol{p} \in \eta(\mathcal{P})$,

$$
g(t, \boldsymbol{p}) \geq \min \left\{\psi_{\underline{j}}(t): \underline{j} \in \eta(\mathcal{I})\right\}
$$

with equality if and only if $\boldsymbol{p} \in \mathcal{R}(t)$. Moreover, each $\boldsymbol{p} \in \mathcal{R}(t)$ lifts uniquely to the probability vector $\boldsymbol{z}(t, \boldsymbol{p}) \in \mathcal{P}$, yielding the formula for $\mathcal{Z}(t)$.

To conclude this section, we show how the function $g(t)$ encodes the Assouad dimension. Recall from the introduction that for $\underline{j} \in \eta(\mathcal{I}), s_{\underline{j}}$ is the unique solution to the equation

$$
\sum_{i \in \eta^{-1}(\underline{j})} b_{i}^{s_{j}}=1
$$

Moreover, we recall the definition of $t_{\max }$, which by the main result of [Mac11] satisfies

$$
t_{\max }=\max _{\underline{j} \in \eta(\bar{I})} s_{\underline{j}}=\operatorname{dim}_{\mathrm{A}} K-\operatorname{dim}_{\mathrm{B}} \eta(K) .
$$

It turns out that $t_{\text {max }}$ is precisely the unique zero of $g$.
Lemma 4.9. We have

$$
\max _{\boldsymbol{w} \in \mathcal{P}}\left\{\frac{H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))}{\chi_{2}(\boldsymbol{w})}\right\}=t_{\max }
$$

Moreover, $t_{\max }$ is the unique zero of $g$ and the set of maximising probability vectors is $\mathcal{Z}\left(t_{\max }\right)$.

Proof. Write

$$
\mathcal{R}_{\max }=\left\{\boldsymbol{p} \in \eta(\mathcal{P}): \operatorname{supp} \boldsymbol{p} \subset\left\{\underline{j} \in \eta(\mathcal{I}): s_{\underline{j}}=t_{\max }\right\}\right\} .
$$

Now suppose $\boldsymbol{w} \in \mathcal{P}$ is arbitrary. Write $\boldsymbol{p}=\eta(\boldsymbol{w})$ and $\boldsymbol{v}=\left(p_{\eta(i)} b_{i}^{s_{\eta(i)}}\right)_{i \in \mathcal{I}}$. Then

$$
\begin{aligned}
0 & \leq D_{\mathrm{KL}}(\boldsymbol{w} \| \boldsymbol{v}) \\
& =\sum_{\underline{j} \in \eta(\mathcal{I})} \sum_{i \in \eta^{-1}(\underline{j})} w_{i} \log \left(w_{i} \underline{p}_{\underline{j}}^{-1} b_{i}^{-s_{\underline{j}}}\right) \\
& =-H(\boldsymbol{w})+H(\eta(\boldsymbol{w}))-\sum_{\underline{j} \in \eta(\mathcal{I})} s_{\underline{j}} \sum_{i \in \eta^{-1}(\underline{j})} w_{i} \log b_{i} \\
& \leq-H(\boldsymbol{w})+H(\eta(\boldsymbol{w}))+t_{\max } \chi_{2}(\boldsymbol{w})
\end{aligned}
$$

The second inequality is an equality if and only if $\operatorname{supp} \boldsymbol{p} \subset \mathcal{R}_{\max }$, in which case the first inequality is an equality if and only if $\boldsymbol{w}=\boldsymbol{v}$. But if $\boldsymbol{w}=\boldsymbol{v}$ (and $\left.\operatorname{supp} \boldsymbol{p} \subset \mathcal{R}_{\max }\right)$, then $\boldsymbol{w}=\boldsymbol{z}\left(t_{\max }, \boldsymbol{p}\right)$ by the definition of $\boldsymbol{v}$.

We have shown that

$$
\frac{t_{\max } \chi_{2}(\boldsymbol{w})-[H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))]}{\chi_{1}(\boldsymbol{w})} \geq 0
$$

with equality if and only if $\boldsymbol{w}=\boldsymbol{z}\left(t_{\max }, \boldsymbol{p}\right)$ for some $\boldsymbol{p} \in \mathcal{R}_{\max }$. But this is precisely the same minimisation as the definition of $g\left(t_{\max }\right)$, forcing $\mathcal{R}_{\max }=\mathcal{Z}\left(t_{\max }\right)$ and $g\left(t_{\max }\right)=0$ by Proposition 4.8. To see that $t_{\max }$ is unique with this property, observe that the left and right derivatives of $g(t)$ must lie in the compact interval $\Gamma(\mathcal{P}) \subset(1, \infty)$ (see Remark 4.2) which implies that $g(t)$ is strictly increasing.
4.4. Solving the variational formula. Finally, we can establish an explicit formula for the Assouad spectrum of $K$ by solving the maximisation process underlying the variational formula. This proof can be subdivided effectively into three parts:

1. First, solve the unconstrained maximisation problems corresponding to the functions $f_{\text {thick }}$ and $f_{\text {thin }}$ and determine the values of $\theta$ for which the respective unconstrained and constrained maxima agree (this is Lemma 4.10).
2. Next, recalling that $f_{\text {thick }}=f_{\text {thin }}$ on $\Delta_{\text {thick }}(\theta) \cap \Delta_{\text {thin }}(\theta)$, solve the corresponding boundary maximisation (this is Lemma 4.11).
3. Finally, using island-freeness and Lemma 4.6, reduce the general maximisation to the above cases.
With this outline in mind, we begin the proof.
Recall that we defined

$$
\theta_{\min }=\phi^{-1}\left(\partial^{+} g\left(t_{\min }\right)\right) \quad \text { and } \quad \theta_{\max }=\phi^{-1}\left(\partial^{-} g\left(t_{\max }\right)\right),
$$

and recall the definitions of $\Delta_{\text {thin }}(\theta)$ and $\Delta_{\text {thick }}(\theta)$ from (3.2). We begin by applying the results from $\S 4.3$ to solve the unconstrained maximisation problems corresponding to $f_{\text {thick }}$ and $f_{\text {thin }}$.

Lemma 4.10. Let $\theta \in(0,1)$ be arbitrary. Given $t \in \mathbb{R}$, let $P_{t}: \mathbb{R} \rightarrow \mathbb{R} \cup\{-\infty\}$ denote the function defined by $P_{t}(t)=g(t)$ and $P_{t}(x)=-\infty$ for $x \neq t$.
(i) We have

$$
\max _{(\boldsymbol{v}, \boldsymbol{w}) \in \mathcal{P} \times \mathcal{P}} f_{\operatorname{thin}}(\theta, \boldsymbol{v}, \boldsymbol{w})=\operatorname{dim}_{\mathrm{A}} K=\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{P_{t_{\max }}^{*}(\phi(\theta))}{\phi(\theta)}
$$

and the set of probability vectors for which the maximum is attained is given by

$$
E_{\text {thin }}:=\mathcal{P} \times \mathcal{Z}\left(t_{\max }\right) .
$$

In particular, $E_{\text {thin }} \cap \Delta_{\text {thin }}(\theta) \neq \varnothing$ if and only if $\theta \geq \theta_{\text {max }}$.
(ii) We have

$$
\max _{(\boldsymbol{v}, \boldsymbol{w}) \in \mathcal{P} \times \mathcal{P}} f_{\text {thick }}(\theta, \boldsymbol{v}, \boldsymbol{w})=\operatorname{dim}_{\mathrm{B}} K-\frac{g\left(t_{\min }\right)}{\phi(\theta)}=\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{P_{t_{\min }}^{*}(\phi(\theta))}{\phi(\theta)}
$$

and the set of probability vectors for which the maximum is attained is given by

$$
E_{\text {thick }}:=\Gamma^{-1}\left(\kappa_{\max }\right) \times \mathcal{Z}\left(t_{\min }\right)
$$

In particular, $E_{\text {thick }} \cap \Delta_{\text {thick }}(\theta) \neq \varnothing$ if and only if $\theta \leq \theta_{\text {min }}$.
Proof. To see (i), by inspecting the definition of $f_{\text {thin }}$, the first equality and the formula for $E_{\text {thin }}$ are immediate consequences of Lemma 4.9, recalling that $\operatorname{dim}_{\mathrm{A}} K=t_{\text {max }}+\operatorname{dim}_{\mathrm{B}} \eta(K)$. To see the second equality, since $\phi(\theta) \in \partial P_{t_{\max }}\left(t_{\max }\right)$ and since $P_{t_{\text {max }}}\left(t_{\max }\right)=0$ by Lemma 4.9,

$$
\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{P_{t_{\max }^{*}}^{*}(\phi(\theta))}{\phi(\theta)}=\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{t_{\max } \cdot \phi(\theta)-P_{t_{\max }}\left(t_{\max }\right)}{\phi(\theta)}=\operatorname{dim}_{\mathrm{A}} K
$$

by the definition of $t_{\max }$. Finally, recalling that $\theta_{\max }$ is defined from (2.2) and using Proposition 4.8 and Lemma 4.1 (i),

$$
\max _{\boldsymbol{w} \in \mathcal{Z}\left(t_{\max }\right)} \Gamma(\boldsymbol{w})=\partial^{-} g\left(t_{\max }\right)=\phi\left(\theta_{\max }\right)
$$

Recall that $\phi(\theta)=\inf _{\boldsymbol{v} \in \mathcal{P}} \phi(\theta, \boldsymbol{v})$, and $\phi$ is decreasing in $\theta$. Therefore $E_{\text {thin }} \cap$ $\Delta_{\text {thin }}(\theta) \neq \varnothing$ if and only if $\theta \geq \theta_{\text {max }}$.

To see (ii), the maximisation in $\boldsymbol{v}$ is clearly attained by any $\boldsymbol{v}$ which is supported on indices for which the logarithmic eccentricity $\Gamma$ is as large as possible. The first equality and the formula for $E_{\text {thick }}$ then follows from Proposition 4.8 since the remaining term in $f_{\text {thick }}(\theta, \boldsymbol{v}, \boldsymbol{w})$ is precisely the negative of the reciprocal of the objective function defining $g\left(t_{\min }\right)$. To see the second inequality, since $\phi(\theta) \in \partial P_{t_{\text {min }}}\left(t_{\text {min }}\right)$,

$$
P_{t_{\min }}\left(t_{\min }\right)+P_{t_{\min }}^{*}(\phi(\theta))=t_{\min } \cdot \phi(\theta) .
$$

But recall that $t_{\text {min }}=\operatorname{dim}_{\mathrm{B}} K-\operatorname{dim}_{\mathrm{B}} \eta(K)$, so rearranging gives

$$
\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{P_{t_{\min }}^{*}(\phi(\theta))}{\phi(\theta)}=\operatorname{dim}_{\mathrm{B}} K-\frac{g\left(t_{\min }\right)}{\phi(\theta)}
$$

as claimed. Finally, let $(\boldsymbol{v}, \boldsymbol{w}) \in \Gamma^{-1}\left(\kappa_{\max }\right) \times \mathcal{Z}\left(t_{\min }\right)$ be arbitrary. By Proposition 4.8 and Lemma 4.1 (i),

$$
\min _{\boldsymbol{w} \in \mathcal{Z}\left(t_{\min }\right)} \Gamma(\boldsymbol{w})=\partial^{+} g\left(t_{\min }\right)=\phi\left(\theta_{\min }\right)
$$

Now, $\phi(\theta, \boldsymbol{v})=\phi(\theta)$, so $E_{\text {thick }} \cap \Delta_{\text {thick }}(\theta) \neq \varnothing$ if and only if $\theta \leq \theta_{\text {min }}$.
Next, we solve the maximisation problem constrained to the boundary. For notational simplicity, we write

$$
\Delta(\theta)=\Delta_{\text {thin }}(\theta) \cap \Delta_{\text {thick }}(\theta)
$$

This is the topological boundary of $\Delta_{\text {thin }}(\theta)$ and $\Delta_{\text {thick }}(\theta)$ (relative to $\mathcal{P} \times \mathcal{P}$ ). We also recall that $f=f_{\text {thin }}=f_{\text {thick }}$ on $\Delta(\theta)$.

Lemma 4.11. Suppose $(\boldsymbol{v}, \boldsymbol{w}) \in \Delta(\theta)$. If $\theta<\theta_{\max }$, then

$$
\begin{aligned}
\max _{(v, \boldsymbol{w}) \in \Delta(\theta)} f(\theta, \boldsymbol{v}, \boldsymbol{w}) & =\max _{(\boldsymbol{v}, \boldsymbol{w}) \in \Delta_{\text {thin }}(\theta)} f_{\text {thin }}(\theta, \boldsymbol{v}, \boldsymbol{w}) \\
& =\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{g^{*}(\phi(\theta))}{\phi(\theta)}
\end{aligned}
$$

Proof. In order to prove the desired formula on the boundary, first introduce the auxiliary function

$$
F(\alpha)=\max _{\boldsymbol{w} \in \mathcal{P}}\left\{\frac{H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))}{\chi_{1}(\boldsymbol{w})}: \Gamma(\boldsymbol{w})=\alpha\right\} .
$$

Note that $F(\alpha)$ is the constrained optimisation problem corresponding to the unconstrained problem $g(t)$. Moreover, by Proposition 4.8, the minimisation defining $g(t)$ is attained precisely on the set $\mathcal{Z}(t)$, which is a connected set. (Alternatively, connectedness of the set of minimisers can be indirectly observed since the negative of the objective function defining $g(t)$ is island-free by Lemma 4.4.) Thus applying Lemma 4.1 (ii), $F(\alpha)=g^{*}(\alpha)$ for all $\alpha \in \Gamma(\mathcal{Z}(t))$.

We now obtain the desired bounds. First,

$$
\begin{align*}
\max _{(v, \boldsymbol{w}) \in \Delta(\theta)} & f(\theta, \boldsymbol{v}, \boldsymbol{w})-\operatorname{dim}_{\mathrm{B}} \eta(K) \\
& \leq \max _{(\boldsymbol{v}, \boldsymbol{w}) \in \Delta_{\text {thin }}(\theta)} f_{\text {thin }}(\theta, \boldsymbol{v}, \boldsymbol{w})-\operatorname{dim}_{\mathrm{B}} \eta(K) \\
& =\max _{(\boldsymbol{v}, \boldsymbol{w}) \in \mathcal{P} \times \mathcal{P}}\left\{\frac{H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))}{\chi_{2}(\boldsymbol{w})}: \Gamma(\boldsymbol{w}) \geq \phi(\theta, \boldsymbol{v})\right\}  \tag{4.4}\\
& \leq \max _{\boldsymbol{w} \in \mathcal{P}}\left\{\frac{H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))}{\chi_{2}(\boldsymbol{w})}: \Gamma(\boldsymbol{w}) \geq \phi(\theta)\right\}
\end{align*}
$$

since $\inf _{\boldsymbol{v} \in \mathcal{P}} \phi(\theta, \boldsymbol{v})=\phi(\theta)$. Now recalling Lemma 4.10 (i), the unconstrained optimisation

$$
\max _{\boldsymbol{w} \in \mathcal{P}}\left\{\frac{H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))}{\chi_{2}(\boldsymbol{w})}\right\}
$$

is attained precisely on the set $\mathcal{Z}\left(t_{\max }\right)$ and, since $\theta<\theta_{\text {max }}, \Gamma(\boldsymbol{w})<\phi(\theta)$ for all $\boldsymbol{w} \in \mathcal{Z}\left(t_{\max }\right)$. Thus by Lemma 4.6 (island-freeness again follows by Lemma 4.4), the maximisation is attained on the boundary $\{\boldsymbol{w} \in \mathcal{P}: \Gamma(\boldsymbol{w})=\phi(\theta)\}$. But

$$
\Gamma^{-1}\left(\kappa_{\max }\right) \times\{\boldsymbol{w} \in \mathcal{P}: \Gamma(\boldsymbol{w})=\phi(\theta)\} \subset \Delta(\theta),
$$

so in fact there is equality throughout (4.4) and

$$
\begin{aligned}
\max _{(\boldsymbol{v}, \boldsymbol{w}) \in \Delta(\theta)} & f(\theta, \boldsymbol{v}, \boldsymbol{w})-\operatorname{dim}_{\mathrm{B}} \eta(K) \\
& =\max _{\boldsymbol{w} \in \mathcal{P}}\left\{\frac{H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))}{\chi_{2}(\boldsymbol{w})}: \Gamma(\boldsymbol{w})=\phi(\theta)\right\} \\
& =\max _{\boldsymbol{w} \in \mathcal{P}}\left\{\frac{1}{\phi(\theta)} \cdot \frac{H(\boldsymbol{w})-H(\eta(\boldsymbol{w}))}{\chi_{1}(\boldsymbol{w})}: \Gamma(\boldsymbol{w})=\phi(\theta)\right\} \\
& =\frac{F(\phi(\theta))}{\phi(\theta)} .
\end{aligned}
$$

In the second equality, we used the substitution $\chi_{2}(\boldsymbol{w})=\Gamma(\boldsymbol{w}) \chi_{1}(\boldsymbol{w})$. Recalling that $F(\phi(\theta))=g^{*}(\phi(\theta))$ yields the claimed formula.

We can finally complete the proof of our main result.
Restatement (of Theorem A). Let $K$ be a Gatzouras-Lalley carpet and let

$$
\tau(t)= \begin{cases}g(t) & : t \in\left[t_{\min }, t_{\max }\right] \\ -\infty & : \text { otherwise }\end{cases}
$$

Then for all $\theta \in(0,1)$,

$$
\operatorname{dim}_{\mathrm{A}}^{\theta} K=\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{\tau^{*}(\phi(\theta))}{\phi(\theta)} .
$$

Proof. Let $0<\theta<1$. Recall that $f_{\text {thin }}$ and $f_{\text {thick }}$ are island-free by Corollary 4.5. Moreover, recall from Theorem 3.1 that

$$
\operatorname{dim}_{\mathrm{A}}^{\theta} K=\max _{(\boldsymbol{v}, \boldsymbol{w}) \in \mathcal{P} \times \mathcal{P}} f(\theta, \boldsymbol{v}, \boldsymbol{w})
$$

where $f=f_{\text {thin }}$ on $\Delta_{\text {thin }}(\theta)$ and $f=f_{\text {thick }}$ on $\Delta_{\text {thick }}(\theta)$.
If $\theta \leq \theta_{\min }$, then by Lemma 4.10, $f_{\text {thin }}$ does not attain its global maximum but $f_{\text {thick }}$ does. Therefore by Lemma 4.6 as well as the formula in Lemma 4.10 (ii),

$$
\max _{(\boldsymbol{v}, \boldsymbol{w}) \in \Delta_{\text {thick }}(\theta)} f_{\text {thick }}(\theta, \boldsymbol{v}, \boldsymbol{w})=\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{\tau^{*}(\phi(\theta))}{\phi(\theta)} \geq \max _{(\boldsymbol{v}, \boldsymbol{w}) \in \Delta_{\text {thin }}(\theta)} f_{\text {thin }}(\theta, \boldsymbol{v}, \boldsymbol{w})
$$

yielding the desired formula. The analogous argument provides the result for $\theta \geq \theta_{\text {max }}$.

Otherwise, suppose $\theta_{\min }<\theta<\theta_{\max }$. By Lemma 4.10, the unconstrained maxima are not attained for either $f_{\text {thin }}$ or $f_{\text {thick }}$. Therefore by Lemma 4.6,

$$
\operatorname{dim}_{\mathrm{A}}^{\theta} K=\max _{(\boldsymbol{v}, \boldsymbol{w}) \in \Delta(\theta)} f(\theta, \boldsymbol{v}, \boldsymbol{w})=\operatorname{dim}_{\mathrm{B}} \eta(K)+\frac{\tau^{*}(\phi(\theta))}{\phi(\theta)}
$$

where in the last equality we applied Lemma 4.11 and used the fact that $\theta_{\min }<$ $\theta<\theta_{\text {max }}$ so $g^{*}(\phi(\theta))=\tau^{*}(\phi(\theta))$.

Remark 4.12. The choice of $\boldsymbol{v}_{0}$ to maximise $f\left(\theta, \boldsymbol{v}_{0}, \boldsymbol{w}\right)$ does not depend on the choice of $\theta$; we can simply take $\boldsymbol{v}_{0}$ to be any probability vector fully supported on the indices $i$ for which $\left(\log b_{i}\right) /\left(\log a_{i}\right)=\kappa_{\max }$. This is the reason for the appearance of $\kappa_{\text {max }}$ in the parameter change $\phi(\theta)$.

The dependence of $\boldsymbol{w}$ on $\theta$ is more complex. If $\theta$ is such that $\phi(\theta)=\partial^{+} g(t(\theta))$ (resp. $\partial^{-} g(\theta)$ ) for some value $t(\theta) \in\left(t_{\min }, t_{\max }\right)$, then $\eta(\boldsymbol{z}(\theta))$ can be taken to be supported on a single column. In this case, by the formula for the optimisation given in Proposition 4.8, $\boldsymbol{z}(\theta)$ can be given more explicitly as $\boldsymbol{z}(\theta)=\boldsymbol{z}\left(t(\theta), \boldsymbol{\delta}_{j}\right)$, where $\boldsymbol{\delta}_{\boldsymbol{j}}$ is the probability vector fully supported on a column satisfying $g(t)=$ $\psi_{\underline{j}}(t)$ for some $\varepsilon>0$ and $t \in(t(\theta), t(\theta)+\varepsilon$ ) (resp. $(t(\theta)-\varepsilon, t(\theta))$ ). Otherwise, if $\theta^{-}<\theta_{\text {min }}$ or $\theta>\theta_{\text {max }}$, then by Lemma 4.10 we can again take $\boldsymbol{z}(\theta)$ to be an explicit vector supported on a single column. Finally, if $\partial g^{-}(t(\theta))<\phi(\theta)<\partial g^{+}(t(\theta))$ for some $t(\theta)$, then $\boldsymbol{z}(\theta)$ can be taken to be a convex combination of the optimising vectors corresponding to $\partial g^{-}(t(\theta))$ and $\partial g^{+}(t(\theta))$, so $\eta(\boldsymbol{z}(\theta))$ can be taken to be supported on at most two columns.
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