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ABSTRACT. We resolve a few questions regarding the uniformity and
size of microsets of subsets of Euclidean space. First, we construct a compact
set K ⊂ Rd with Assouad dimension arbitrarily close to d such that every
microset of K has no Ahlfors–David regular subset with dimension strictly
larger than 0. This answers a question of Orponen. Then, we show that for any
non-empty compact set K ⊂ Rd with lower dimension β, there is a microset
E of K with finite β-dimensional packing pre-measure. This answers a strong
version of a question of Fraser–Howroyd–Käenmäki–Yu, who previously
obtained a similar result concerning the upper box dimension.
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1. INTRODUCTION

One of the most fundamental geometric objects in analysis is the notion of a tangent.
Generalizations, such as the weak tangent and the microset, have a long history in
the study of the geometry of rough and irregular sets and metric spaces, with
origins in the work of Furstenberg [Fur70] and Gromov [Gro81].
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More precisely, Furstenberg defined the ∗-dimension as the maximal Hausdorff
dimension of a microset, where a microset is any limit in the Hausdorff metric of
minisets of a compact set K, which are non-empty compact sets λ(K − x) ∩B(0, 1)
for some x ∈ K and λ ≥ 1. Here, B(x, r) denotes the closed ball centred at x
with radius r. We denote the set of microsets of K by GK . We refer to a microset
for which the corresponding expansion ratios λ diverge to infinity as a weak
tangent, and denote the set of weak tangents by Tan(K). The related machinery
of “dynamical magnification” has played a key role in the resolution of various
long-standing conjectures in fractal geometry; for a (certainly incomplete) list of
notable examples, see [HS12; HS15; Shm19; Wu19].

Parallel to the notion of a microset is the Assouad dimension. It is the value

dimAK = inf
{
α > 0 : (∃C > 0) (∀0 < r ≤ R < 1) (∀x ∈ K)

Nr

(
B(x,R) ∩K)

)
≤ C

(R
r

)α}
where Nr(F ) is the number of closed balls of radius r centred in F required to
cover F . Heuristically, the Assouad dimension captures the worst-case scaling
of K at all locations and all scales. In this form, the Assouad dimension has
origins in embedding theory [Ass77] and was originally used to give a partial
answer to the question concerning bi-Lipschitz embeddability of a metric space
in Euclidean space. Especially in recent years, the Assouad dimension has also
become an important tool in quasiconformal analysis and fractal geometry. Further
references, along with many connections and applications to other fields, can be
found in a variety of recent books on the topic [Fra20; MT10; Rob11].

The two concepts of Assouad dimension and microsets are intimately related.
The proof of the following result is due to Furstenberg [Fur08], but the connection
to Assouad dimension was made explicitly by Käenmäki, Ojala, & Rossi.

Proposition 1.1 ([Fur08; KOR17]). Let d ∈ N and K ⊂ Rd be non-empty and compact.
Then there is a weak tangent E ∈ Tan(K) such that HdimA K(E) > 0.

Here, Hs denotes the s-dimensional Hausdorff measure. Since dimA E ≤ dimA K
for any microset E, such a maximal microset necessarily has equal Assouad and
Hausdorff dimensions.

This classification of Assouad dimension is very useful in practice, and plays an
important role when studying the Assouad dimension. To give one such example,
Orponen [Orp21] proves the following result. For e ∈ S1, let πe : R2 → R denote
the orthogonal projection πe(x) = x · e. Then the Hausdorff dimension of the set of
directions for which the projection has smaller Assouad dimension than expected
is 0:

dimH{e ∈ S1 : dimA πe(F ) < min{dimA K, 1}} = 0.

A key heuristic here is that the exceptional set bound is much stronger than the
corresponding results with Hausdorff dimension in place of Assouad dimension
(the sharp bound for Hausdorff dimension was recently established in [RW23+,
Theorem 1.2]), primarily since in a heuristic sense one may reduce such a projection
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result to a projection result concerning microsets, which by Theorem 1.1 enjoy
much greater regularity than the original set.

In particular, it is of interest to understand precisely how much regularity we
can expect microsets to have in general. With Theorem 1.1 in mind, we wish
to answer the following question: to what extent can we guarantee additional
homogeneity of a microset beyond that guaranteed by the Hausdorff dimension?

1.1. Lower dimension and uniformity of microsets. In order to quantify regu-
larity more precisely, we begin by discussing an alternative notion of dimension
which in some sense is the dual of Assouad dimension: the lower dimension. This
notion of dimension was first introduced by Larman [Lar67]. It is defined by

dimLK = sup
{
α > 0 : (∃C > 0) (∀0 < r ≤ R < 1) (∀x ∈ K)

Nr

(
B(x,R) ∩K)

)
≥ C

(R
r

)α}
.

Unfortunately, the lower dimension is not monotone under inclusion: in fact, if K1

and K2 are disjoint compact sets, then dimL(K1 ∪K2) = min{dimLK1, dimLK2}.
A natural way to rectify non-monotonicity under inclusion is simply to guarantee
monotonicity by considering the modified lower dimension, defined by

dimMLK = sup{dimLE : ∅ ̸= E ⊂ K}.

This notion of dimension first appeared in [FY18b]. For compact sets K, it always
holds that dimML K ≤ dimH K and moreover it is easy for the equality to be strict
in general. (Compactness is essential since the lower dimension is unchanged
under taking the closure.) After [KOR17] appeared, Orponen asked whether or
not one could necessarily find a weak tangent with an Ahlfors–David regular
subset of the expected dimension. A slightly weaker version of this question is
also explicitly asked in [Fra20, Question 17.3.1]. Our first result states that the
answer, in general, is no.

Theorem A. For any d ∈ N and 0 ≤ α < d, there exists a non-empty compact set
K ⊂ Rd such that dimH K = dimA K = α but dimML E = 0 for all E ∈ GK . In
particular, for all s > 0 and E ∈ GK , E does not contain an Ahlfors–David s-regular
subset.

The proof can be found in §2. The assumption that α < d is necessary: any subset
of Rd with Assouad dimension d has a microset with positive Lebesgue measure
by Theorem 1.1, which in turn has a microset (in fact, a tangent) with non-empty
interior by the Lebesgue density theorem. See also [FY18a, Theorem 2.4] for a
direct proof which avoids Theorem 1.1 and the Lebesgue density theorem.

Next, we consider the analogous dual question for microsets of lower dimen-
sions. In [FHKY19], the following result is shown.

Proposition 1.2 ([FHKY19]). Let K ⊂ Rd be a non-empty compact set with lower
dimension β. Then there exists an F ∈ Tan(K) such that dimB F = dimLK.
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Here, dimB denotes the upper box (or Minkowski) dimension. In [FHKY19, Ques-
tion 7.3], it is also asked whether or not there exists a weak tangent with finite
β-dimensional Hausdorff measure. In fact, one might hope for more since the
natural dual to positivity of the Hausdorff measure is finiteness of packing measure.
This is our second result.

Theorem B. Let K ⊂ Rd be a non-empty compact set with lower dimension β. Then
there exists an F ∈ Tan(K) such that Pβ(F ) < ∞.

Actually, we obtain a quantitative upper bound for the packing pre-measure;
see Theorem 3.8. This distinction is important in practice since packing pre-
measure is lower semicontinuous with respect to Hausdorff distance; the upper
box dimension is not lower semicontinuous and may either increase or decrease
under the limit. Proofs of these results, as well as precise definitions of (pre-
)packing measures, can be found in §3.

In the usual proof of the corresponding result for Assouad dimension (that
is, Theorem 1.1), one constructs a certain measure satisfying a Frostman-type
property on the dyadic tree representing K, and then takes a pushforward of that
measure onto the set itself. The main technical difficulty is that such an approach
does not immediately work for packing dimension, since it could happen that the
set K is badly aligned with respect to the dyadic tree, and such a push-forward
could be much smaller than expected. Instead, we use a generalized system of
cubes, similar to those first introduced by David [Dav88] and Christ [Chr90]. We
use this tree representation to identify a set of locations and scales with desirable
properties, and then construct an appropriate tangent measure directly on the set
K.

2. MICROSETS AND AHLFORS–DAVID REGULAR SUBSETS

In this section, we prove our first result, Theorem A.

2.1. Dyadic microsets. We begin by introducing a standard representation of
a compact set using dyadic cubes. Fix d ∈ N and a non-empty compact set
K ⊂ [0, 1]d ⊂ Rd. Let D =

⋃∞
n=0Dn denote the set of closed dyadic cubes which

intersect K, where Dn denotes the subset of dyadic cubes with side-length 2−n

intersecting K. Since each dyadic cube in Dn can contain at most 2d dyadic cubes
in Dn+1, there is a natural coding of D using words in {1, . . . , 2d}∗ which gives D
the structure of a tree.

Given a dyadic cube Q ∈ D, let TQ denote the homothety satisfying TQ(Q) =
[0, 1]d.

Definition 2.1. We say that a compact set E ⊂ [0, 1]d is a dyadic microset if it is a
limit in the Hausdorff metric of sets TQ(K) ∩ [0, 1]d for Q ∈ D.

We make two standard observations which essentially mean, in this section, that
we need only consider dyadic microsets and dyadic covering numbers.

1. Since each ball B(x, r) can be covered by a finite number of dyadic cubes of
side length approximately r, by a pigeonholing argument it follows that the



UNIFORMITY OF MICROSETS 5

Assouad dimension can be rephrased dyadically: for a non-empty compact
set K ⊂ [0, 1]d, dimAK is the infimum over all constants α ≥ 0 so that for all
k ∈ N∪{0}, dyadic cubes Q ∈ Dk, and all m ∈ N∪{0},

#{R ∈ Dk+m : R ⊂ Q} ≲α 2mα.

2. For any microset E ∈ GK , there is a homothety h(x) = λx+ t with 1 ≤ λ < 2
and a set of dyadic microsets E1, . . . , Ek where k ≤ 4d with translations
t1, . . . , tk ∈ Rd so that

h(E) ⊂ (E1 + t1) ∪ · · · ∪ (Ek + tk).

2.2. Sets with small microsets. We are now ready to prove Theorem A.
We will construct a “uniformly branching set” which has scaling properties

which are inhomogeneous in scale, but homogeneous in space. Such constructions
are widespread in the literature, under names such as “homogeneous Moran sets”
or “non-autonomous self-similar sets”. We begin by presenting this construction in
general. Let a ∈ {0, 1}N: we define a compact set K(a) as follows. We will define
a nested sequence of compact sets (Kn)

∞
n=0 where each Kn is a union of dyadic

sub-cubes of [0, 1]d at level n. Begin with K0 = [0, 1]d. Then for each n ∈ N∪{0}
and level-n dyadic cube Q of Kn, if an+1 = 0, replace Q with a single dyadic cube
Q′ ⊂ Q at level n + 1, and if an = 1, replace Q with 2d dyadic cubes at level
n + 1. (The specific choice of the sub-cube Q′ ⊂ Q is not important.) Finally, let
K =

⋂∞
n=0 Kn. Equivalently, the dyadic tree corresponding to K has full branching

at each level n where an = 1, and no branching where an = 0.
We separate the construction into two parts: in §2.2.1 we construct the branch-

ing numbers a ∈ {0, 1}N and in §2.2.2 we show that the corresponding set has the
desired properties.

2.2.1. Constructing the branching numbers. Given a sequence x = (xn)
∞
n=1, we

denote the lower Cesàro mean by

λ(x) = lim inf
n→∞

∑n
j=1 xn

n
.

We begin by constructing a sequence a = (an)
∞
n=1 ∈ {0, 1}N with the following

properties.

Lemma 2.2. For every ϵ > 0, there exists a binary sequence a = (an)
∞
n=1 ∈ {0, 1}N and

a sequence (Nm)
∞
m=1 of natural numbers such that:

(i) λ(a) ≥ 1− ϵ, and
(ii) For each m ∈ N and j ∈ N, the sequence (aj, . . . , aj+Nm−1) contains a consecutive

sequence of m zeros.

Proof. First, let γ ∈ (0, 1) and for each m ∈ N, let

Nm = ⌊m3γ−1⌋
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Note that Nm ≥ m since γ < 1. Now define sequences am = (an,m)
∞
n=1 where

am = (νm, νm, νm, . . .) and each νm is a finite sequence of Nm −m 1s followed by
m 0s. Observe moreover that

λ(am) ≥ 1− m

Nm

≥ 1− γ

m2
.

Now define the sequence a = (an)
∞
n=1 by

an =

{
0 : an,m = 0 for some m ∈ N
1 : otherwise

.

Clearly the sequence a satisfies (ii). Moreover,

λ(a) ≥ 1−
∞∑

m=1

(
1− λ(am)

)
≥ 1−

∞∑
m=1

γ

m2
≥ 1− γπ2

6

which, for γ sufficiently small, can be made arbitrarily close to 1. □

2.2.2. Completing the example. It remains to prove that the set K(a) associated with
a sequence satisfying the conclusions of Theorem 2.2 has the desired properties.

Theorem 2.3. For every α ∈ [0, d), there exists a set K ⊂ Rd with dimA K = α such
that for every microset E ∈ GK , dimMLE = 0.

Proof. If α = 0 this result is trivial, so we may fix 0 < α < d. By Theorem 2.2,
get a sequence a and natural numbers (Nm)

∞
m=1 such that λ(a) ≥ α/d and for each

m ∈ N and j ∈ N, the sequence (aj, . . . , aj+Nm−1) contains a consecutive sequence
of m zeros. Let K = K(a) denote the corresponding uniformly branching set. At
level n, K intersects 2d

∑n
i=1 ai distinct dyadic cubes, so

dimAK ≥ d · lim inf
n→∞

∑n
i=1 ai
n

= d · λ(a) ≥ α.

Now fix an arbitrary microset E ∈ GK . Since the modified lower dimension is
finitely stable and monotonic under inclusion, we may assume that E is a dyadic
microset. Fix a subset ∅ ̸= F ⊂ E: it suffices to prove that dimL F = 0.

Write E = limn→∞ KQn for Qn ∈ D. Let m ∈ N be arbitrary, and get k = k(n) so
that

(2.1) dH(KQk
, E) ≤ 2−Nm .

Let j be such that Qn ∈ Dj . By construction of a, there is an i ∈ Z with

j ≤ i+ 1 ≤ i+m ≤ j +Nm − 1

so that ai+1 = · · · = ai+m = 0.
Now fix an arbitrary x0 ∈ F and consider the subset B

(
x0, 2

j−i
)
∩ F . Let

y0 = TQk
(x0), so that B(y0, 2

−i) can be covered by 3d dyadic cubes in level i. Fix



UNIFORMITY OF MICROSETS 7

one such dyadic cube Q. Since ai+1 = · · · = ai+m = 0, Q ∩K can be covered by 1
dyadic cube at level i+m. Since i+m ≤ j +Nm − 1, the 2−(j+Nm)-neighbourhood
of Q∩K can thus be covered by 3d dyadic cubes at level i+m. Thus by (2.1), since
E ⊂ F and each dyadic cube at level i+m is contained in a ball of radius 2−(i+m),

Nr−1
k 2−i+m

(
B
(
x0, r

−1
k 2−i

)
∩ F

)
= N2−i+m

(
B(y0, 2

−i) ∩ T−1
Qk

(E)
)
≤ 9d.

But m ∈ N was arbitrary, so that dimL F = 0, as required.
In the above, we constructed a set K(a) satisfying the desired properties such

that dimA K(a) ≥ α. To construct a set K with dimA K = α, we perform the
same construction as above, but instead subdividing each cube into either 1 or
2d sub-cubes (depending on the value of an) with side-lengths ρ ∈ (0, 1/2]. Call
the resulting set Kρ(a). Then, standard arguments (see, for example, [ORS16,
Lemma 3.2] or [GHM18, Theorem 2]) show that

dimAKρ(a) =
d log(2)

log(1/ρ)
· lim sup

n→∞
sup

k∈N∪{0}

ak+1 + · · ·+ ak+n

n
.

In particular, dimAKρ(a) is a continuous and decreasing function of ρ, so there
exists a value ρ0 ∈ (0, 1/2] such that the corresponding set K = Kρ0(a) has
dimA K = α. Moreover, the above proof works identically with the modified
construction (using ρ0 in place of 1/2 where appropriate), giving the desired
result. □

Remark 2.4. In the above proof, we have essentially show that dimML K(a) =
dimL K(a) and moreover that every microset of K(a) is essentially of the form
K(b) where b is a limit of finite sub-sequences of a.

We can now conclude the proof of Theorem A.

Proof (of Theorem A). Fix α ∈ (0, d). First by Theorem 2.3, for a set K ⊂ Rd with
dimA K = α such that for each E ∈ GK , dimMLE = 0. By Theorem 1.1, there is a
microset F ∈ GK such that dimA F = dimH F = α. But an easy computation shows
that every microset of F is a subset of a microset of G (for an explicit proof, see
[KR16, Lemma 3.11]). In particular, dimMLE = 0 for all E ∈ GF . Finally, since any
Ahlfors–David s-regular set has lower dimension s, every E ∈ GF and s-regular
subset of E must have s = 0. □

3. SMALL MICROSETS FOR PACKING MEASURE

In this section, we prove Theorem B.

3.1. Preliminaries on packing dimension. Let s ≥ 0 be fixed. We first define
s-dimensional packing pre-measure for an arbitrary set E ⊂ Rd as

Ps
0(E) = lim

δ→0

{
∞∑
i=1

(2ri)
s :

{B(xi, ri)} pairwise disjoint
with ri ≤ δ and xi ∈ E

}
.
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Note that the limit always exists by monotonicity. In general, if Ps(E) < ∞,
then dimB E ≤ s and if Ps

0(E) > 0, then dimBE ≥ s. Countably stabilizing the
pre-measure yields s-dimensional packing measure:

Ps(K) = inf

{
∞∑
i=1

Ps
0(Ei) : K ⊂

∞⋃
i=1

Ei

}
.

For completeness, we also recall the definition of the packing dimension:

dimP K = inf{s ≥ 0 : Ps(K) = 0}.

Finally, we recall the following simple ‘dual’ Frostman property for packing pre-
measure.

Lemma 3.1. Let K ⊂ Rd be arbitrary and let c > 0 and r0 ∈ (0, 1) be fixed. Suppose µ
is a Borel probability measure satisfying µ(B(x, r)) ≥ crs for all x ∈ K and r ∈ (0, r0).
Then

Ps
0(K) ≤ c−12s

Proof. Let {B(xi, ri)}∞i=1 be an arbitrary packing of K where 0 < ri < r0. Then

1 = µ(Rd) ≥ µ

(
∞⋃
i=1

B(xi, ri)

)
=

∞∑
i=1

µ(B(xi, ri)) ≥ c2−s

∞∑
i=1

(2ri)
s.

Since the packing was arbitrary, it follows that Ps
0(K) ≤ 2sc−1. □

3.2. Notation for trees. We now introduce some basic notation concerning trees.
Fix some integer d ∈ N and a number ρ ∈ (0, 1). Write A = {1, . . . , d}, and set

A∗ =
⋃∞

n=0An. We equip the space ∆ = {1, . . . , d}N with the metric

d(x, y) = inf{ρn : xj = yj for all j = 1, . . . , n}.

This metric makes ∆ into a compact ultrametric space, with topology correspond-
ing to the usual product topology on ∆. For a = (a1, . . . , an) ∈ An, we denote the
corresponding open and closed cylinder

[a] := B(x, ρn) = {x ∈ ∆ : xj = aj for j = 1, . . . , n} .

Given a subset T ⊂ A∗, we write Tn = T ∩ An.
Now suppose Ω is a non-empty compact subset of ∆. We associate with Ω a

tree T =
⋃∞

n=0 Tn, which is just the collection of cylinders

T = {[a] : a ∈ A∗; [a] ∩ Ω ̸= ∅} .

Conversely, given a non-empty subset T ⊂ A∗ with the property that each a ∈ Tn

has at least one suffix aj ∈ Tn+1, the boundary of T is the set

∂T =
∞⋂
n=0

⋃
a∈Tk

[a].
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Clearly the tree associated with ∂T is precisely T .
Given Q = [a] where a ∈ T , let:
• MQ : Q → ∆ denote the magnification defined by MQ(ax) = x.
• T (Q) := {b ∈ T : [b] ⊂ Q}, and
• T Q := {MQ(Q

′) : Q′ ∈ T (Q)}.
We call a set T Q for Q ∈ T a subtree.

3.3. Generalized cubes for compact sets. In §2.1, we defined the dyadic tree
associated with a compact set K. However, dyadic cubes can be aligned badly
with respect to a set K, so microsets on the corresponding dyadic tree D do not
correspond in a reasonable way with microsets of K.

In order to work around this problem, we use a system of generalized cubes,
an idea first introduced by David [Dav88] and Christ [Chr90]. Let us begin with
a definition highlighting the properties of such a representation that we require.
Unlike the usual properties of such trees, we require no hypotheses concerning the
measures of the boundaries of the sets. The most important property here which
is not satisfied by the usual system of dyadic cubes is the first inclusion in (3.1).

Definition 3.2. Let K ⊂ Rd be a non-empty compact set and let 0 < ρ < 1. Let
B = {(Qi,k, xi,k) : k ∈ N∪{0}; i ∈ Nk; xi,k ∈ Qi,k} be a family of non-empty Borel
sets with distinguished points xi,k ∈ K. We say that B is an inner regular partition if
there are constants c, C > 0 so that the following hold:

(i) #N0 = 1.
(ii) For all k ∈ N∪{0}, K =

⋃
i∈Nk

Qi,k disjointly.
(iii) The system of Borel sets has a tree structure: if k ≤ m, i ∈ Nk, and j ∈ Nm,

then either Qi,k ∩Qm,j = ∅ or Qi,k ⊃ Qm,j .
(iv) For all k ∈ N∪{0} and i ∈ Nk,

(3.1) B(xi,k, cρ
k) ⊂ Qi,k ⊂ B(xi,k, Cρk).

(v) We have {xi,k : i ∈ Nk} ⊂ {xi,k+1 : i ∈ Nk+1}.

That such a tree structure exists for arbitrary compact sets can be found explicitly
in [KRS12, Theorem 2.1]. Tracking constants and applying an initial rescaling
yields the following.

Proposition 3.3. Let K ⊂ Rd be a non-empty compact set and let ρ = 1/4. Suppose
diamK ≤ 1. Then K has an inner regular partition B for any constants 0 < c < 1/6
and C ≥ 4/3.

Moreover, since our set K is a subset of a doubling metric space, we note the
following straightforward bound on the branching numbers.

Lemma 3.4. Suppose B is an inner regular partition for K. Then there is a constant
M ∈ N so that for all k ∈ N∪{0} and i ∈ Nk,

#{Qj,k+1 : j ∈ Nk+1, Qj,k+1 ⊂ Qi,k} ≤ M.



10 RICHÁRD BALKA, VILMA ORGOVÁNYI, & ALEX RUTAR

Now, let B be an inner regular partition of K with respect to a constant ρ ∈ (0, 1),
and let M be as in Theorem 3.4. The structure B induces the structure of a tree on
K as follows.

We begin by fixing a labelling of the cylinders Qi,k. Set A = {1, . . . ,M}. First,
assign to the unique root cylinder Q0 the word ∅. Now, inductively, recalling
Theorem 3.4, having assigned words a(Q) ∈ Ak for all Q = Qi,k, if Qi,k has children
R1, . . . , Rj with j ≤ M , set a(Rj) = a(Q)j. Clearly this assignment is a bijection,
so given k ∈ N and a word a ∈ Ak, we may speak of the corresponding cylinder
Q(a) and distinguished point x(a) ∈ Q(a). Let T denote the corresponding tree,
with boundary ∂T .

To conclude this section, we note the following lemma.

Lemma 3.5. Let K ⊂ Rd be a non-empty compact set with inner regular partition B and
corresponding tree T . Then dimL ∂T ≤ dimLK.

Proof. Let B be an inner regular partition with respect to the parameters ρ ∈
(0, 1) and constants 0 < c ≤ C. Let s < dimL ∂T be arbitrary. By definition of the
lower dimension, there is a constant δ > 0 so that for all integers 0 ≤ m ≤ k and
a ∈ Tm,

(3.2) #{b ∈ Tk : [b] ⊂ [a]} ≥ δρ(m−k)s.

Set

0 < η = min

{( cρ

2C

)s
, δ

(
cρ2

2C

)s}
and let y ∈ K and 0 < r ≤ R < 1 be arbitrary. We will show that

Nr(B(y,R) ∩K) ≥ η

(
R

r

)s

.

First note that if r ≥ (2C)−1ρR, then

η

(
R

r

)s

≤ 1 ≤ Nr(B(y,R) ∩K).

Thus, it remains to handle the case that r < c(2C)−1ρR. Let m ∈ N be minimal
so that 2Cρm ≤ R, and let a ∈ Tm be chosen so that y ∈ Q(a). In particular, since
Q(a) ⊂ B(x(a), Cρm), it follows that Q(a) ⊂ B(y,R).

Now, the assumption on r ensures r < cρm. Let k ≥ m be maximal so that
r < cρk. Also recall that [a] = B(z, ρm) for any z ∈ ∂T ∩ [a]. Thus by (3.2), get
{b1, . . . , bM} ⊂ Tk such that [bj] ⊂ [a] and M ≥ δρ(m−k)s. Moreover, for each bj ,
observe that

B(x(bj), r) ∩K ⊂ B(x(bj), cρ
k) ∩K ⊂ Q(bj) ⊂ Q(a) ⊂ B(y,R) ∩K.

Therefore since the balls B(x(bj), cρ
k) are disjoint,

Nr(B(y,R) ∩K) ≥ M ≥ δρ(m−k)s ≥ δ

(
ρR

2C
· cρ
r

)s

≥ η

(
R

r

)s

as required. □
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3.4. Pigeonholing good scales and locations. In order to obtain the upper bound
on the packing pre-measure, we would like to use Theorem 3.1. However, it will
not actually be useful for us to construct a measure on ∂T itself. We will simply
use the tree T to inform a good choice of cylinders. This lemma is the dual of
Furstenberg’s construction of Frostman measures on microsets; see for instance
the exposition in [BP17, Lemma 2.4.4].

Lemma 3.6. Let T be a (ρ,M)-tree, and let ℓ ∈ N be fixed. Let 0 < t < s be arbitrary,
and suppose k ≥ ℓt/(s− t) is such that

(3.3) #Tk ≤ ρ−ks.

Then there is a 0 ≤ n ≤ k − ℓ and Q ∈ Tn such that for all j = 0, . . . , ℓ and Q′ ∈ (T Q)j ,

(3.4)
#(Q′ ∩ T Q

k−n)

#T Q
k−n

≥ ρtj.

Proof. Set Q0 = [0, 1]d. If Q0 satisfies (3.4), we are done. Otherwise, there is an
1 ≤ ℓ1 ≤ ℓ and a Q1 ∈ Tℓ1 so that (3.4) fails. Equivalently,

(3.5) #T Q1

k−ℓ1
< ρ−ksρℓ1t.

Repeating the above procedure with the iterated bound (3.5) in place of (3.3),
either there is some n ≤ k − ℓ and a cylinder Qm ∈ Tn which satisfies (3.4), or
k ≥ ℓ1 + · · ·+ ℓm > k− ℓ. Suppose for contradiction that the latter situation occurs.
Then

1 ≤ #T Qm

k−(ℓ1+···+ℓm) < ρ−ksρ(ℓ1+···+ℓm)t ≤ ρ−ksρ(k−ℓ)t.

Rearranging, k < ℓt/(s− t) which contradicts the choice of k. □

Applying the definition of the lower dimension yields the following.

Corollary 3.7. For all t > dimL ∂T and ℓ ∈ N, there is an n ≥ ℓ, Q ∈ Tn, and k ≥ n+ ℓ
such that for all j = 0, . . . , ℓ and Q′ ∈ T Q

j ,

#(Q′ ∩ T Q
k−n)

#T Q
k−n

≥ ρtj.

Proof. Let t > dimL ∂T and ℓ ∈ N, and fix dimL ∂T < s < t. Let k0 ≥ ℓt/(s− t)
be fixed. Since s > dimL ∂T , for all δ > 0, there exists integers 0 ≤ n0 ≤ m and
P0 ∈ Tn0 so that

1 ≤ #T P0
m−n0

< δρn0−m.

In particular, taking δ = ρk0+ℓ, we must have m− n0 ≥ k0 + ℓ. Now let n1 = n0 + ℓ
and let P ∈ Tn be arbitrary. Then

#T P
m−n1

< δρn0−m ≤ δρ−ℓρn1−m < ρn1−m.

Crucially, observe that m− n1 ≥ k0. Therefore, we may apply Theorem 3.6 to the
tree T P to obtain a cube Q0 ∈ T P satisfying (3.4). But if P has coding a and Q0 has
coding b, let Q = [ab] so T Q = (T P )Q0 . Then since P ∈ Pn where n ≥ ℓ, Q has the
desired properties. □
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3.5. Constructing good measures. Finally, we can complete the proof of Theo-
rem B.

Theorem 3.8. Let K ⊂ Rd be non-empty and compact, with β = dimLK. Then there
exists an F ∈ Tan(K) such that

Pβ
0 (F ) ≤ 257β < ∞.

Proof. First, observe that Tan(K) is unchanged upon applying a homothety
to K. Therefore, we may assume that diamK ≤ 1. Fix ρ = 1/4. Applying
Theorem 3.3, get an inner regular partition B with corresponding constants c
and C. Let T be the corresponding tree, so that dimL ∂T ≤ β by Theorem 3.5.
In particular, by Theorem 3.7, for all ℓ ∈ N, there is an n(ℓ) ≥ ℓ, Qℓ ∈ Tn, and
m(ℓ) := k − n(ℓ) ≥ ℓ such that for all j = 0, . . . , ℓ and Q′ ∈ T Qℓ

j ,

#(Q′ ∩ T Qℓ

m(ℓ))

#T Qℓ

m(ℓ)

≥ ρ(β+1/ℓ)j.

Let xℓ ∈ Qℓ be such that

B(xℓ, cρ
n(ℓ)) ⊂ Qℓ ⊂ B(xℓ, Cρn(ℓ)).

Next, denote the set of centres at level m(ℓ) contained in Qℓ by

Cℓ = {xi,m(ℓ) : i ∈ Nm(ℓ); xi,m(ℓ) ∈ Qℓ}.

We then define the measure

µℓ =
1

#Cℓ

∑
z∈Cℓ

δz.

Observe that µℓ is a probability measure, and suppµℓ ⊂ Qℓ. By construction,

µℓ(Q
′) =

#(Q′ ∩ T Q
m(ℓ))

#T Q
m(ℓ)

≥ ρ(β+1/ℓ)j

for all j = 0, . . . , ℓ and Q′ ∈ (TQℓ
)j . Let fℓ be the unique homothety mapping

B(xℓ, cρ
n(ℓ)/2) to B(0, 1), and set

νℓ = µℓ ◦ f−1
ℓ .

Since suppµℓ ⊂ Qℓ, it follows that supp νℓ ⊂ B(0, 2Cc−1). Passing to a subsequence
if necessary, we may set

F = lim
ℓ→∞

fℓ(K) ∩B(0, 1).

Here, the limit is with respect to the Hausdorff metric. Since xℓ ∈ K and n(ℓ)
diverges to infinity, F ∈ Tan(K). Passing again to a subsequence, we may assume
that limℓ→∞ νℓ = ν in the weak-∗ topology.
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Now, let x ∈ F and 0 < r < 1 be arbitrary. Let N be sufficiently large so that
for all ℓ ≥ N ,

(a) there is a yℓ ∈ fℓ(K) ∩B(0, 1) such that d(yℓ, x) ≤ r/2, and
(b) ρN ≤ cr/(4C).

Let zℓ = f−1
ℓ (yℓ) ∈ Qℓ and let j ∈ N∪{0} be minimal such that

Cρn(ℓ)+j ≤ r · cρn(ℓ)

4
.

By the choice of N in (b) and the minimality of j, it follows that j ≤ ℓ. Then
let Q ∈ Tn(ℓ)+j be the unique cube which contains zℓ; of course, Q ⊂ Qℓ. By
construction of µℓ and since j ≤ ℓ, we have that

µℓ(Q) ≥ ρ(β+1/ℓ)j ≥ rβ+1/ℓ ·
( cρ

4C

)β+1/ℓ

.

Moreover, since fℓ is a homothety with expansion factor 2(cρn(ℓ))−1, fℓ(Q) has
diameter at most r/2, so in fact fℓ(Q) ⊂ B(x, r). Therefore,

νℓ(Q) ≥ rβ+1/ℓ ·
( cρ

4C

)β+1/ℓ

.

It follows that

ν(Q) ≥ lim sup
ℓ→∞

νℓ(Q) ≥
( cρ

4C

)β
rβ.

Since x ∈ F and 0 < r < 1 were arbitrary and c, C, and ρ are fixed, we conclude
by Theorem 3.1 that

Pβ(F ) ≤ Pβ
0 (F ) ≤

(
8C

cρ

)β

< ∞.

Substituting the relevant constants from Theorem 3.3 yields the result. □
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